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Definitions

® An experiment isanaturally occurring phenomenon,
ascientific study, asampling trial or atest., in which
an object (unit/subject) is selected at random (and/or
treated at random) to observe/measure different

outcome characteristics of the process the experiment

studies.

® A random variable is atype of measurement taken on
the outcome of arandom experiment.

Stopping at one of each or 3 children

e/unique description of the

1

8 8 4 8 8
® For RV. X =number of girls, we have
X 0 1 2 3
1 5 1 1
pr(x ) 3 3 3 8

Chapter 5. Discrete Random Variables

®Random variables
®Probability functions

®The Binomial distribution
®Expected values

Definitions

® The probability function for a discrete random
variable X gives P(X =x) [denoted pr(x) or P(x)]

for every value x that the R.V. X can take

® E.g., number of heads when a coin is tossed twice




Hospital stays

Tossing a biased coin twice

® For eachtoss, P(Head) =p = P(Tail) =
P(comp(H))=1-p

Daysstayed | x | 4 5 6 7 8 9 10 |Total
® QOutcomes: HH, HT TH TT Frequency 10 30 13 79 21 8 2 | 263

Proportion pr(X =x) 0.038 0.114 0.430 0.300 0.080 0.030 0.008 | 1000

® Probabilities: p.p, p(l-p), (1_p)p, (1_p)(1_p) %L:g;;jg%igr? pr(Xs<x)[0.038 0.152 0.582 0.882 0.962 0.992 1.000
® Count X, the number of headsin 2 tosses

X 0 1 2
pr(x ) 1-p) 2p (1-p) p

From Chance Encounters by C.J. Wild and GA F. Seber, © John Wiley & Sons, 2000.

Calculating I nterval probabilities

Review
from cumulative probabilities -

® What is arandom variable? What is a discrete
random variabl€? wypeor takenonth o rark
® What general principleisused for finding P(X=x)?

(Adding the probabilities of all outcomes of the experiment where we have
measured the RV, X=x)

® What two general properties must be satisfied by the
probabilities making up a probability function?
(PX)>=0; :P(x)=1)

® What are the two names given to probabilities of the

form P(X < X)? (cumulative & lower/left-tail)

|
x-values: 1 2 3

Figure5.2.2 Interval probabilities from cumulative probabilities’
[ This Figure represents an arbitrary distribution, not the hospital distribution.]

JFrom Chance Encounters by C.J. Wild and G.A.F. Seber, © John Wiley & Sons, _

Thetwo-color urn model

N ballsin an urn, of which there are

M black balls —
N-M whiteballs -

Sample n ballsand count X = # black ballsin sample

® How do we find an upper/right-tail probability from a
cumul ative probability? [P(x>x) = 1-P(x<= x)]

©® When weuse P(X < 12) - P(X < 5) to calculate the
probability that X fallswithin aninterval of values,
what numbers areincluded in theinterval ? (s:12))




The biased-coin tossing model

toss 1 toss 2 toss n
pr(H)=p pr(H)=p pr(H)=p

Perform n tosses and count X = # heads

Sampli from afinite population —
Binomial Approximation

If we take a sample of size

n

® from amuch larger population (of size N)

® inwhich aproportion p have a characteristic of
interest, then the distribution of X, the number in
the sample with that characteristic,

® isapproximately Binomial(n, p).
O (Operating Rule: Approximation is adequate if n/ N< 0.1.)

® Example, polling the US population to see what
proportion ishas-been married.

Theanswer is; Binomial distribution

® Thedistribution of the number of headsin n
tosses of ahiased coin is called the Binomial
distribution.

Binary random process

The biased-coin tossing model is aphysical model for
situations which can be characterized as a series of
trials where:

M each trial has only two outcomes: success or
failure;

W p = P(success) isthe samefor every trial; and
Mtrials are independent.

® Thedistribution of X = number of successes (heads)
in N such trialsis

Binomial (N, p)

Oddsand ends....

@ For what types of situation is the urn-sampling model
useful? For modeling binary random processes. When
sampling with replacement, Binomial distribution is exact,
where as, in sampling without replacement Binomial
distribution is an approximation.

® For what types of situation is the biased-coin

sampling model useful ? Defective parts. Approval poll of cloning
for medicinal purposes. Number of Boysin 151 presidential children (90).

® Givethethree essential conditions for its
appl icabil ity. (two outcomes; same p for every trial; independence)



Oddsand ends....

® What isthedistri ut| on of the number of headsinn
tosses of abiased coin?

® Under what conditions does the Binomial distribution
apply to samples taken without replacement from a
finite popul ation? wWhen interested in assessing the distribution of a
R.V., X, the number of observationsin the sample (of n) with one specific

characteristic, wheren / N< 0.1 and aproportion p have the characteristic
of interest in the beginning of the experiment.

Binomial Formula with examples

n n—x
ZxP(X =X) =Zx(XJpX(1‘ "™ =pra-p) =1
® Explicit examplesfor n=2, do the case n=3 at home!
22:0[3 pX(1- p)(Z—X) - {Threetermsin the sum
X=

2 (2 (D e
(Jpts-oro(Fpa-mo(Jpra-sy=

. _ > %= quadratic-
1x1x(1-p)’ +2x px(1-p)+1x p’x1 expansion

(p+(1_p))2 =1 formula

TABLE5.4.1 ragenni ngs from a Game conducted N times

Number Prizewon in dollars(x)
of games 1 2 3 Average winnings
played frequencies

) (Retive frequencies) &)
100 4 2 1
(8 (2 (11 17
1000 573 316 111
(573 (316) (110) 1538
10000 595 3015 990
(5095 (3015 (.09) 149%
20000 11917 6080 2000
(5959) (.3040) (.1001) 15042

30,000 17946 9049 3005
(5982) (.3016) (.1002)

(6 (9 (1

Binomial Probabilities—
the moment we all have been waiting for!

® Suppose X ~ Binlaln, p), then the probability
n
P(X=x)=| [p@-p)™’, 0sx<n
X
® Wherethe binomial coefficients are defined by
ny_—n
=————  n=1x2x3x..x(n=1)xn
x) (n=x)! x —

n-factorial

Expected values

® The game of chance: cost to play:$1.50; Prices{$1, $2, $3},
probabilities of winning each price are{0.6, 0.3, 0.1}, respectively.

® Should we play the game? What are our chances of
winning/loosing?

Prize ($) x| 1 2 3

Probability pr(x) | 0.6 0.3 0.1

What we would " expect” from 100 games add across row
Number of games won 0.6 x 100 0.3 x100 0.1 x 100 /
$won 1x0.6x100 2x0.3 X100 3x0.1 x100 Sum

otal prizemoney = Sum; Average prizemoney = Sum/100
P & agep & =1x0.6 + 2<0.3 + 3<0.1
=15 |

priceto play expected return

Definition of the expected value, in general.

® The expected value:

o= = X P(X)|= [x P(x)dx
al x all X

® = Sum of (valuetimes probability of valug) |




Example

E(X) =zxij(x)

=0x1'+1x§+2x}+3x} :2
8 8 8 8

=1.25

The expected value asthe point of balance

The mean g, is the balance point.

Population mean & standard deviation

Expected value:

E(X)= pr(x = X)

Variance Var (X)= Z(X_ E(X))*P(X =)

Standard Deviation

SD(X) = Var (X)= JZ(X‘ E()*P(X =X)

The expected value and population mean

M. = E(X) iscalled the mean of the distribution of X.

Hyx = E(X) isusually called the population mean.

M« isthe point where the bar graph of P(X = x) balances.

Population standard deviation

The population standard deviation is

sd(X) = VEI(X - p)°]

Notethat if X isa RV, then (X-H) isalsoaRV,
and sois (X-H)2 Hence, the expectation,
E[(X-M)?], makes sense.

For the Binomial distribution ... mean

sd(X) =4 npd- p)



Linear Scaling (affine transformations) ax + b

For any constants a and b, the expectation of the RV aX + b
isequal to the sum of the product of aand the expectation of
the RV X and the constant b.

E(ax +b) =aE(X) +b

And similarly for the standard deviation (b, an additive
factor, does not affect the SD).

SD(aX +b) = [a] SD(X)

Linear Scaling (affine transformations) ax + b

And why do we care?
E(aX +b) =aE(X) +b SD(aX +hb) =|a] SD(X)

-E.g., say the rules for the game of chance we saw before change and
the new pay-off is as follows: { $0, $1.50, $3}, with probabilities of
{0.6,0.3, 0.1}, as before. What is the newly expected return of the
game? Remember the old expectation was equal to the entrance fee of
$1.50, and the game was fair!

Y = 3(X-1)/2
{$1, $2, $3} > {$0, $1.50, $3},
E(Y) = 3/2E(X)-3/2=3/4=%0.75
And the game became clearly biased. Note how easy it isto compute E(Y).

Linear Scaling (affine transformations) ax + b

Why is that s0?
E(aX + b) =a E(X) +b

SD(aX +h) = [a] SD(X)

Review

® What does the expected value of X tell you about?
(hE;(Ee\?;lg outcome from an experiment regarding the characteristics measured by
t

® Why is the expected value also called the population
Mean? [because for finite population E(X) is the ordinary mean (average)]

® What is the relationship between the population mean

and the bar graph of the probability function? paances
the graph)

® What are the mean and standard deviation of the
Binomial distribution? (np; np(1-p))

® Why is SD(X+10) = SD(X)?
©® Why is SD(2X) = 2SD(X)? (section5.4.3)




