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Continuous Random

Variables and

robability
ibutions

Probability Distribution

et X be a continuous rv. Then a
ability distribution or probability

nction (pdf) of X is a function
t for any two numbers a

Continuous
andom Variables
Probability

ibutions

Continuous Random Variables

om variable X is continuous if its
ible values is an entire

bers (If A < B, then any
A and B is possible).

Probability Density Function
For f (x) to be a pdf
(x) > 0 for all values of x.

a of the region between the
nd the x — axis is equal to 1.




Probability Density Function

§ given by the area of the shaded

Convergence of density histograms to the PDF

® For a continuous RV the density histograms
converge to the PDF as the size of the bins goes
to zero.
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Uniform Distribution

A continuous rv X is said to have a
niform distribution on the interval [A, B]

L A<x<B
B-A

0 otherwise

Continuous RV’s

® A RV is continuous if it can take on any real value
in a non-trivial interval (a ; b).

® PDF, probability density function, for a cont. RV,
Y, is a non-negative function p,(y), for any real
value y, such that for each interval (a; b), the
probability that Y takes on a value in (a; b),
P(a<Y<b) equals the area under py(y) over the

interval éa: b). Pyly.
P(a<Y<b)
°

a b

Convergence of density histograms to the PDF

® For a continuous RV the density histograms
converge to the PDF as the size of the bins goes
to zero.

Probability for a Continuous rv

If X is a continuous rv, then for any
number ¢, P(x =c¢) = 0. For any two
umbers a and b with a < b,

<b)=P(a< X <b)




Using F(x) to Compute Probabilities

be a continuous rv with pdf f(x)
(X). Then for any number a,

>a)=1-F(a)

and b witha < b,

Percentiles

a number between 0 and 1. The
centile of the distribution of a

The Cumulative Distribution Function

cumulative distribution function,
a continuous rv X is defined for

Obtaining f(x) from F(x)

is a continuous rv with pdf f(x)
X), then at every pumber X
derivative F"(X) exists,

Median

ian of a continuous distribution,
i1, is the 50t percentile. So /I

F (). Thatis, half the area

rve is to the left of A




Expected Value

ted or mean value of a
X with pdf f () is

Variance and Standard Deviation

ce of continuous rv X with

—u)? - f(x)dx

The Normal
istribution

Expected Value of h(X)

tinuous rv with pdf f(x) and
tion of X, then

ort-cut Formula for Variance

Normal Distributions

inuous rv X is said to have a
ribution with parameters




Standard Normal Distributions

e normal distribution with parameter
=0and o =1 iscalled a
ormal distribution. The
e is denoted by Z. The

Standard Normal Distribution

be the standard normal variable.

Z,, Notation

ill denote the value on the
ent axis for which the area
rve lies to the right of z,,.

Shaded area
=P(Zz2z,))=«

Standard Normal Cumulative Areas

Shaded area = ®(z)

c. P(-2.1<Z <1.78)

Find the area to the left of 1.78 then
tract the area to the left of —2.1.

i P(z<-—21)

Ex. Let Z be the standard normal variable. Find z if
a. P(Z<1z)=0.9278.

0ok at the table and find an entry
9278 then read back to find




Nonstandard Normal Distributions

a normal distribution with
standard deviation ¢, then

Ex. Let X be a normal random variable
with =80 and o = 20.
P(X <65).

(3.75<X <9)=P ftl ; 9°F
il 15

B 15<7 <?)

=0.9772 - 0.0668

Normal Curve

proximate percentage of area within
standard deviations (empirical

99.7%
95%
68%

] —

‘ -3ag -20 -g M to o +ig

x

Ex. A particular rash shown up at an
lementary school. It has been

mined that the length of time that the
ill last is normally distributed with

ility that for a student
e rash will last for

Percentiles of an Arbitrary Normal
istribution

- (100 p)th for
~ | standard normal




Normal Approximation to the
Binomial Distribution

Let X be a binomial rv based on n trials, each
with probability of success p. If the binomial
robability histogram is not too skewed, X may
proximated by a normal distribution with
nd o=
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Normal approximation to Binomial

® Suppose Y~Binomial(n, p)
® Then Y=Y+ Y,+ Y;+...+ Y, where
B Y,~Bernoulli(p) , E(Y,)=p & Var(Y,)=p(1-p) D
B E(Y)=np & Var(Y)=np(1-p), sov)- (np(1-p))"
B Standardize Y:
O Z=(Y-np) / (np(1-p))*
O By CLT = Z ~N(0, 1). So, Y ~ N [np, (np(1-p)*?]

® Normal Approx to Binomial is

reasonable when np >=10 & n(1-p)>10
(p & (1-p) are NOT too small relative to n).
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Normal approximation to Poisson

® Let X,~Poi () & X,~Poi (m) >X,+ X,~Poisson(l+m)
® Let X, X,, X;, ..., X, ~ Poisson(l), and independent,
O Y, =X, +X,+ -+ X, ~Poisson(kl), E(Y,)=Var(Y )=kl
® The random variables in the sum on the right are

independent and each has the Poisson distribution
with parameter 1.

® By CLT the distribution of the standardized variable
(Y, — k) / (k)”2 =» N(0, 1), as k increases to infinity.

® So, for kI>=100, Z, ={(Y, — Kl / (kD?} ~ N(0,1).
0> VY, ~ N(KI (kn'?).
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Ex. At a particular small college the pass rate
of Intermediate Algebra is 72%. If 500
students enroll in a semester determine the
probability that at least 375 students pass.

44 =np =500(.72) = 360
Jnpg = /500(.72)(:28) =10

~® ( 375.5-360

- J = ®(1.55)

=0.939%4

Normal approximation to Binomial — Example

® Roulette wheel investigation:
® Compute P(Y>=58), where Y~Binomial(100, 0.47) —

B The proportion of the Binomial(100, 0.47) population having
more than 58 reds (successes) out of 100 roulette spins (trials).

m Since np=47>=10 & n(1-p)=53>10 Normal
approx is justified.

® Z=(Y-np)/Sqrt(np(1-p)) =

58 — 100%0.47)/Sqrt(100%0.47%0.53)=2.2
® P(Y>=58) €= P(Z>=2.2)=0.0139
® True P(Y>=58) =0.177, using SOCR (demo!)
©® Binomial approx useful when no access to SOCR avail.

Normal approximation to Poisson — example

® Let X;~Poisson(l) & X,~Poisson(m) >X,+
X,~Poisson(l+m)

® Let X;, X, X, ..., X500 ~ Poisson(2), and independent.

® Y, =X, +X, + - + X, ~ Poisson(400), S
E(Y,)=Var(Y,)=400. S

® By CLT the distribution of the standardized variable
(Y, —400) / (400)'2 =» N(0, 1), as k increases to infinity.

® Z,= (Y, —400) / 20 ~ N(0,1) Y, ~ N(400, 400).
® P(2 <Y, <400) = (std’z 2 & 400) =
P((2-400)/20 < Z, < (400~400)/20 ) = P( -20< Z,<0) = 0.5
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Poisson or Normal approximation to Binomial?

® Poisson Approximation (Binomial(n, p,) =
Poisson(A) ):
y.—-4
n = wHY? A’e
(yj pﬂy(l_ pl‘l) ! N—-—c0

nxp,—4 y!

En>=100 & p<=0.01 & A =np <=20
® Normal Approximation

(Binomial(n, p) > N (np, (Np(1-p))*3))
Enp >=10 & n(1-p)>10

The Gamma Function

0, the gamma function

Mean and Variance

ean and variance of a random
having the gamma distribution

The Gamma
ribution and Its
atives

Gamma Distribution

continuous rv X has a gamma
ibution if the pdf is

1
“T(x)

X%l x>0

otherwise

a>0,[>0.
ion has g =1.

Probabilities from the Gamma
Distribution
have a gamma distribution with




Exponential Distribution

ntinuous rv X has an exponential
ion with parameter A if the pdf is

otherwise

Probabilities from the Gamma
Distribution

Ve a exponential distribution

Mean and Variance

an and variance of a random
aving the exponential

The Chi-Squared Distribution

v be a positive integer. Then a
variable X is said to have a chi-
istribution with parameter v if

the gamma density with
. The pdfis

Applications of the Exponential
Distribution

ose that the number of events
ing in any time interval of length t
distribution with parameter ot
bers of occurrences in

als are independent
distribution of
urrences of

The Chi-Squared Distribution

meter v is called the number of
eedom (df) of X. The
used in place of “chi-




Identifying Common Distributions — QQ plots

Constructing QQ plots |

® Quantile-Quantile plots indicate how well the model
distribution agrees with the data.

® qg'" quantile, for 0<q<1, is the (data-space) value, V,, at or
below which lies a proportion q of the data.

-

Graph of the CDF, Fy(y)=P(Y<=V,)=q

Example - Constructing QQ plots

® Start off with data {y,, y,, 3, ..., Yo}
® Order statistics y(;) <= Y <= ¥3) <=--.<= Y(u
® Compute quantile rank, q,,, for each observation, y,
P(Y<= q,) = (k-0.375) / (n+0.250),
where Y is a RV from the (target) model distribution.
® Finally, plot the points (y ), qg) in 2D plane, 1<=k<=n.
® Note: Different statistical packages use slightly

different formulas for the computation of q,,,. However,
the results are quite similar. This is the formulas
employed in SAS.

® Basic idea: Probability that: P((model)Y<=(data)y;))~
1/n;

P(Y<=y) ~2/m; P(Y<=yg) ~3/n;

® Start off with data {y,, y,, Y3, ..., Y,}-

® Plot the points (Y, dg) in 2D plane, 1<=k<=n
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Expected Value for
Normal Distribution
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Other Continuous
Distributions

The Weibull Distribution

A continuous rv X has a Weibull
istribution if the pdf is

G o le=(IB) w50
0 x<0

tisfy o >0, >0.

Mean and Variance

The mean and variance of a random
iable X having the Weibull
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Weibull Distribution
cdf of a Weibull rv having
ters o and S is

_g A" x>0

x<0

Mean and Variance

n and variance of a variable X
normal distribution are

Beta Distribution

X is said to have a beta distribution

ameters A, B, o5 0, and 8>0
Xis

Lognormal Distribution

onnegative rv X has a lognormal
tion if the rv Y = In(X) has a
ibution the resulting pdf has
nd o and is

(nC)-uF120%) 4>

x<0

Lognormal Distribution

of the lognormal distribution is

< X) =P[In(X) £ In(x)]

Mean and Variance

mean and variance of a variable X
he beta distribution are
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Probability
Plots

Probability Plot

observation

5)/ n]th percentile ith smallest sample]
]

tlles are close to the

Sample Percentile

-sample observations from

Beyond Normality

nsider a family of probability
ibutions involving two parameters
_Let F(x;6,,6,) denote the
cdf’s. The parameters

id to location and scale

Normal Probability Plot

lot of the pairs

/n]th z percentile, ith smallest observation)

ensional coordinate system
probability plot. If the
distribution the

a line with

Relation among Distributions

- Normal Z) | ,

Exponential(X)
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