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Monocular 3D Pose Estimation via
Pose Grammar and Data Augmentation
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Abstract—In this paper, we propose a pose grammar to tackle the problem of 3D human pose estimation from a monocular RGB
image. Our model takes estimated 2D pose as the input and learns a generalized 2D-3D mapping function to leverage into 3D pose.
The proposed model consists of a base network which efficiently captures pose-aligned features and a hierarchy of Bi-directional
RNNs (BRNNs) on the top to explicitly incorporate a set of knowledge regarding human body configuration (i.e., kinematics, symmetry,
motor coordination). The proposed model thus enforces high-level constraints over human poses. In learning, we develop a data
augmentation algorithm to further improve model robustness against appearance variations and cross-view generalization ability. We
validate our method on public 3D human pose benchmarks and propose a new evaluation protocol working on cross-view setting to
verify the generalization capability of different methods. We empirically observe that most state-of-the-art methods encounter difficulty
under such setting while our method can well handle such challenges.

Index Terms—3D pose estimation, dependency grammar, data augmentation, deep neural network, recurrent neural network,
evaluation protocol, learning-by-synthesis
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1 INTRODUCTION

E Stimating 3D human poses from a single-view RGB
image has attracted growing interest in the past few

years for its wide applications in robotics, autonomous
vehicles, intelligent drones, etc. This is a challenging inverse
task since it aims to reconstruct 3D spaces from 2D data and
the inherent ambiguity is further amplified by other fac-
tors, e.g., clothes, occlusions, background clutters. With the
availability of large-scale pose datasets, e.g., Human3.6M [1],
deep learning based methods have obtained encouraging
success. These methods can be roughly divided into two
categories: i) learning end-to-end networks that recover 2D
input images to 3D poses directly, ii) extracting 2D human
poses from input images and then lifting 2D poses to 3D
spaces.

There are some advantages to decouple 3D human pose
estimation into two stages. i) For 2D pose estimation, ex-
isting large-scale pose estimation datasets [2], [3] have pro-
vided sufficient annotations; whereas pre-trained 2D pose
estimators [4] are also generalized and mature enough to be
deployed elsewhere. ii) For 2D to 3D reconstruction, infinite
2D-3D pose pairs can be generated by projecting each 3D
pose into 2D poses under different camera views. Recent
work [5], [6] have shown that well-designed deep networks
can achieve state-of-the-art performance on Human3.6M
dataset using only 2D pose detections as system inputs.

However, despite their promising results, few previous
methods explored the problem of encoding domain-specific
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Fig. 1. Illustration of human pose grammar, which expresses the knowl-
edge of human body configuration. We consider three kinds of human
body dependencies and relations in this paper, i.e., kinematics (red),
symmetry (blue) and motor coordination (green).

knowledge into current deep learning based detectors.
In this paper, we develop a deep grammar network to

encode low-level appearance and geometry features as well
as high-level knowledge over human body dependencies
and relations, as illustrated in Figure 1. Such knowledge ex-
plicitly expresses the composition process of joint-part-pose,
including kinematics, symmetry and motor coordination,
and serve as knowledge bases for reconstructing 3D poses.
We ground such knowledge in a multi-level RNN network
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which can be end-to-end trained with back-propagation.
The composed hierarchical structure describes composition,
context and high-order relations among human body parts.

Additionally, we empirically find that previous methods
are restricted to their poor generalization capabilities while
performing cross-view pose estimation, i.e., being tested on
human images from unseen camera views. Notably, on the
Human3.6M dataset, the largest publicly available human
pose benchmark, we find that the performance of state-of-
the-art methods heavily relies on the camera viewpoints. As
shown in Table 1, once we change the split of training and
testing set, using three cameras for training and testing on
the forth camera (new Protocol #4), performance of state-of-
the-art methods drops dramatically and is much worse than
image-based deep learning methods. These empirical stud-
ies suggested that existing methods might over-fit to sparse
camera settings and bear poor generalization capabilities.

To handle the issue, we propose to augment the learning
process in two aspects: i) enriching the appearance model
with in-the-wild scenarios, and ii) incorporating 2D poses
under more camera views. The proposed data augmentation
algorithm explores a more robust and generalized mapping
from 2D poses to 3D poses. More specifically, we develop
a pose simulator to augment training samples with virtual
camera views, which can further improve system robust-
ness. Our method is motivated by the previous work on
learning by synthesis. In contrast, we focus on sampling
of 2D pose instances re-projected from a given 3D pose
configuration, following the basic geometry principles. In
particular, we develop a pose simulator to effectively gen-
erate training samples from unseen camera views. These
samples can greatly reduce the risk of over-fitting and thus
improve generalization capabilities of the developed pose
estimation system.

We conduct quantitative experiments on three public
3D human pose benchmarks, namely Human3.6M [1], Hu-
manEva [7], and HHOI [8] to evaluate the proposed method
for cross-view human pose estimation. Additionally, qual-
itative experiments in MPII [2] dataset, using our model
learned on Human3.6M, demonstrate compelling results
and good generalization capability on in-the-wild images.
Furthermore, to gain a complete and comprehensive under-
standing of its various aspects, we implement three variants
of our method and conduct ablative studies. Results show
that our method can significantly reduce pose estimation
errors and outperform the alternative methods to a large
extend.

Contributions. To summarize, our method has the fol-
lowing contributions:

• A deep grammar network that incorporates both
powerful encoding capabilities of deep neural networks and
high-level dependencies and relations of human body.

• A data augmentation algorithm that improves model
robustness against appearance variations and cross-view
generalization ability.

• A new evaluation protocol for validating model cross-
view generalization abilities on Human3.6M dataset.

This paper builds upon two earlier conference paper [9],
[10]. In [9], we proposed a pose grammar that mainly
accounts kinematic structure encoded in human body and
is learned by a tree-LSTM scheme. Then, in [10], we con-

solidated our pose estimator as an amalgamation of three
dependency grammar: kinematics, symmetry, and motor
coordination, and presented a BRNN-based learning frame-
work for efficiently capturing the bi-directional relations in
such dependency grammar. The present work significantly
extends previous studies with integration of both appear-
ance and geometry feature encoders, an improved data
augmentation algorithm for the new model, and in-depth
discussions and more enclosed details about the proposed
framework. Additionally, it presents a more comprehensive
analysis of the proposed testing protocol, which provides
an essential way for evaluating the overfitting with camera.
It also offers a more inclusive and insightful overview of
the recent work of 3D human pose estimation. Last but not
least, it reports extensive experimental results with deeper
analysis.

The remainder of the paper is organized as follows. An
overview of the related work is presented in Section 2.
Section 3 explains dependency grammar based 3D human
pose modeling. The learning process with the proposed pose
sample simulator is described in Section 5. In Section 6,
we offer detailed experimental analyses on robustness, ef-
fectiveness, and efficiency. Finally, we draw conclusions in
Section 7.

2 RELATED WORK

The proposed method is closely related to two streams of
research in the literature, i.e., monocular 3D pose estimation
(Section 2.1), and grammar model (Section 2.2), which we
will briefly in the following.

2.1 Monocular 3D Pose Estimation

Estimating 3D human poses [11], [12] has been extensively
studied for the past few years, as surveyed in [13]. Among
which, people tackle this tasks under different settings,
such as multi-view estimation [14], [15], [16], [16], video
based estimation [17], [18], [19] and single image based
estimation [20], [21], [22].

Our method falls into the third setting. Unlike multi-
view and video settings which could utilize large amount
of complementary information from different camera views
and motion in the temporal domain, our method, as well
as other single image based estimators solely rely on lever-
aging 2D image features into the 3D space. Thanks to
powerful deep neural networks developed recently, lots of
deep learning based methods have been proposed recently.
Methods in the literature can be generally classified into two
categories: i) directly learning 3D pose structures from 2D
images [23], [24], [25], [26], [27], ii) a cascaded framework of
first performing 2D pose estimation and then reconstructing
3D pose from the estimated 2D joints.

Specifically, for the first class, Li et al. [28] regressed
3D pose directly from images using convolutional network.
Then, in [29], they exploited an image-pose embedding net-
work to regularize the 3D pose structures, which is trained
using a maximum-margin cost function. Tekin et al. [30]
first learned an auto-encoder that describes 3D pose in high
dimensional space and then mapped the input image to that
space using CNN. Pavlakos et al. [31] represented 3D joints
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as points in a discretized 3D space and proposed a coarse-
to-fine approach for iterative refinement. More recently, Sun
et al. [32] proposed a structure-aware network that regresses
bones instead of joint as pose representations and exploits
a compositional loss function that encodes interactions be-
tween the bones. Their training and testing are restricted to
the 3D Motion Capture data in constrained environments,
since it is difficult to obtain large-scale 3D data for arbitrary
pose and the collection relies on professional tools for 3D
marker tracking.

To alleviate above limitations, some work [5], [33], [6],
[34], [35], [36], [37] tried to address this problem in a two
step manner that reasons 3D pose through intermediate
2D joints predictions from other off-the-shelf methods. The
advantage lies on modular training, where 2D datasets (typ-
ically larger and more diverse due to the ease of annotation)
can be used to train the initial visual analysis module, while
3D motion capture data (difficult to obtain and limited
to controlled lab environments) can be used to train the
subsequent 3D reasoning module. More specially, in [5],
the authors proposed an exemplar-based method to retrieve
the nearest 3D candidate from a 3D pose library using the
estimated 2D landmarks. Zhou et al. [17] predicted 3D poses
from a video sequence by using temporal information. The
estimation process is conducted via an EM type algorithm
over the entire sequence and 2D joint uncertainties are also
marginalized out during inference. In [33], they mixed 2D
and 3D data and trained a two-stage cascaded network
via considering extra 3D geometric constrains. Martinez
et al. [6] proposed an efficient network architecture that
directly regresses 3D keypoints from 2D joint detections
and demonstrates most of the error of current deep 3D
pose estimators stems from visual analysis module. More
recently, people also tried to model the ambiguities of
lifting 2D to 3D, using Multiple Hypothesis Learning [35]
and Generative Adversarial Network [38]. In [36], authors
proposed to disentangle feature encodings of explicit 2D
and 3D features and thus enabled them to perform joint
training on both supervised and unsupervised data.

In this paper, we propose a unified 2D-to-3D reconstruc-
tion network that integrates the learning power of deep
learning and the domain-specific knowledge represented
by hierarchical grammar model. Different from [37] which
learns semantic relationships using Graph Convolution Net-
work (GCN) in an unsupervised way, our grammar rules
are designed based on heuristics. This significantly reduces
model ambiguities and overfitting to dataset bias.

2.2 Grammar Model

Grammar models, originated in neural language [39], have
received long-lasting endorsement [40], [41] in computer
vision and robotics, due to its expressive power in modeling
structures and relations, which are ubiquitous in above
research areas. The grammar models can be categorized into
two principal variations [39]: phrase structure grammar and
dependency grammar.

The phrase structure grammar is based on the con-
stituency relation. The constituency relation defines the
rule to break down a node (e.g., parent node) into its
constituent parts (e.g., child nodes). In other words, each

node must geometrically contain all of its constituents [42],
[43]. Phrase structure grammar were introduced in syntactic
pattern recognition by K.S. Fu in the early 1980s [44], and
rejuvenated into compositional models by Geman [45],
and stochastic and-or grammar by Zhu and Mumford [46].
The advantage of the phrase structure grammar lies in its
coarse-to-fine summarization ability, thus it has been widely
used for modeling the compositional structures in object
recognition [42], [47], [48], [49], [50], scene parsing [51], [52],
[53] and event understanding [54], [55].

In this work we focus on dependency grammar, where
constituent parts do not need to be contained within their
parents, but instead are constrained by an adjacency rela-
tion [56]. Thus the dependency grammar is well suited for
representing articulated relations among human parts [57].
In computer vision, the pictorial model [58] and the flexible
mixture of parts model [59] can be viewed as dependency
grammar. Our work extends dependency grammar with
deep learning for monocular 3D pose estimation, where the
dependency grammar acted as global constraints for more
reasonable 3D layout estimation. More specially, in our early
version [9], we represented human body as a set of sim-
plified dependency grammar based on kinematic relations
and learn the grammar with tree-LSTM. Then, in [10], we
presented a more general and unified dependency grammar
model that learns kinematic, symmetric, and coordinating
relations within hierarchical human configurations using
Bidirectional RNNs.

3 METHOD OVERVIEW

In this section, we firstly introduce the problem formulation
of the task of monocular 3D pose estimation (Section 3.1)
and then briefly overview the concept of pose grammar
used in our framework (Section 3.2).

3.1 Problem Formulation
Given an image I, with some off-the-shelf 2D pose esti-
mators, we can obtain the detected 2D human pose U,
represented as a set of Nv joint locations,

U = {ui : i = 1, . . . , Nv, ui ∈ R2}. (1)

Our task is to estimate the corresponding 3D human pose
V in the world reference frame,

V = {vi : i = 1, . . . , Nv, vi ∈ R3}. (2)

Suppose the coordinate of 2D joint ui = [xi, yi] and the
coordinate of 3D joint vi = [Xi, Yi, Zi], we can describe the
relation between 2D and 3D as a perspective projection, that
is,xiyi
wi

=K[R|RT ]
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where wi is the depth w.r.t. the camera reference frame,
K is the camera intrinsic parameter (e.g., focal length αx
and αy , principal point x0 and y0), R and T are camera
extrinsic parameters of rotation and translation, respectively.
Notably, we omit camera distortion to simplify the imaging
principals.
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There exist two sub-problems in estimating 3D pose
from 2D pose: i) calibrating camera parameters, and ii) es-
timating 3D human joint positions. Noticing that these two
sub-problems are entangled and cannot be solved without
ambiguity, we propose a deep neural network to learn the
generalized 2D to 3D mapping

V = f(I,U; θ), (4)

where f(·) denotes a multi-to-multi mapping function from
2D image space to 3D space, taken both image appearance
and 2D geometry as input and parameterized by θ.

In this paper, we regard the 2D pose estimation results as
the weakly-supervised geometry information in localizing
and aligning the articulated human body. The given 2D
poses can be obtained from any off-the-shelf 2D pose estima-
tion methods. The major benefit of such formulation lies in
that we could plug-in and make full usage of advances from
state-of-the-arts 2D pose estimators and there is no need to
re-train the whole framework.

In this paper, we follow the pipeline proposed in [9]
which takes images and 2D poses as joint inputs, instead
of the framework proposed in [10] which isolates image
input from 3D pose estimation. Specifically, we extract
image patches IU = {Iui

, i = 1, . . . , Nv} given the 2D
pose estimation results. IU is regarded as additional inputs,
which offers complementary visual information besides the
detected 2D joints U. To align 3D poses V, we consider
the pelvis joint as the origin in the 3D coordinate system
and thus transform absolute 3D coordinates for each joints
into relative 3D coordinates by subtracting the absolute 3D
coordinates of the pelvis joint.

3.2 Pose Grammar

The human body nature which involves rich inherent struc-
tures motivates us to reason the 3D structure of the whole
person in a high-level, structural manner. Before going deep
into our grammar based 3D pose estimator, we first detail
three essential kinds of human body structures, namely
kinematics, symmetry, and motor coordination grammar, which
reflect interpretable and high-level knowledge of human
body configuration.

Kinematics grammar Gkin describes human body move-
ments without considering forces. Such structures represent
motion properties of human in a topological manner. Kine-
matics grammar focuses on connected body parts and works
both forward and backward. Forward kinematics takes the
last joint in a kinematic chain into account while backward
kinematics reversely influences a joint in a kinematics chain
from the next joint.

Symmetry grammar Gsym measures mirror symmetry of
human body, as human body can be divided into matching
halves by drawing a line down the center; the left and right
sides are roughly mirror images of each other. Actually, such
mirror symmetry, also named bilateral symmetry, is an im-
portant principle in nature; vast majority of animals (more
than 99%) are bilaterally symmetric, including humans [60].

Motor coordination grammar Gcrd represents move-
ments of several limbs combined in a certain manner. More
specially, motor coordination can be thought as each phys-
iological process created with the kinematic and kinetic

parameters that must be performed in order to achieve
intended actions. It can be seen everywhere, involved in
moving a limb to picking up a ball to shooting the ball.

4 NETWORK ARCHITECTURE

As illustrated in Figure 2, our model follows the line that
estimating 3D human keypoints from both input RGB im-
ages and intermediate 2D joint detections, which renders
our model highly applicable. More specifically, we extend
several human pose grammar rules into the deep neural
network, where a base 3D pose estimation network is first
used for extracting pose-aligned features, and a hierarchy
of RNNs is built for encoding high-level 3D pose grammar
for generating final reasonable 3D pose estimations. Above
two networks work in a cascaded way, resulting in a strong
3D pose estimator that inherits the representation power of
neural network and high-level knowledge of human body
configuration.

4.1 Base 3D Pose Network
To build a solid foundation for high-level grammar model,
we first use a base network for capturing both 2D and 3D
well pose-aligned features. In this paper, we mainly encode
two types of features from the input: appearance features
from input images and geometry features from 2D poses.

4.1.1 Appearance Feature Encoding
Given an input image I and 2D poses U, we first sample
56 × 56 image patches IU centered around each 2D joints
and extract appearance features by feeding them into a con-
volutional neural network. Our appearance feature encoder
is mainly inspired by ResNet [61]. The convolutional layers
mostly have 3× 3 filters and the network follows two rules
in design: i) the layers share the same number of filters
for the same output feature map size; (ii) the number of
filters will double if the feature map shrinks by half, in
order to preserve the per-layer time complexity. The feature
map shrinking is obtained by having a stride of 2 in the
convolutional layers.

As illustrated in Figure 2 bottom left, each image patch
goes through 4 cascaded blocks. Each block consists of
stacks of convolutional layers, Batch Normalization and
ReLU activation. We keep the same size of the output feature
map as the input for block 1 and downsample that to half in
each of the last three blocks by setting the stride as 2 in the
first convolutional layer. Therefore, feature maps obtained
by each blocks are with size of 56× 56× 64, 28× 28× 128,
14 × 14 × 256 and 7 × 7 × 512, respectively. The network
ends with a global average pooling layer and outputs a
512-d feature vector. Note layer weights are shared across
all Nv joints in the encoder and all extracted features are
concatenated together into a long vector.

4.1.2 Geometry Feature Encoding
The geometry feature encoder is inspired by [6], which has
been demonstrated to be effective in encoding the informa-
tion of 2D and 3D poses. As illustrated in Figure 2, our
base network consists of two cascaded blocks. For each
block, several linear (fully connected) layers, interleaved
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Fig. 2. The proposed deep grammar network. Our model consists of two major components: i) a base network constituted by two submodules
encoding appearance and geometry features given the input image and the detected 2D pose, ii) a pose grammar network encoding human body
dependencies and relations w.r.t. kinematics, symmetry and motor coordination. Each grammar is represented as a Bi-directional RNN among
certain joints. The current state of a joint is composed of the hidden states of its related joints and the encoded input feature from itself. See text for
detailed explanations.

with Batch Normalization, ReLU activation and Dropout
layers, are stacked for efficiently mapping the 2D pose
features to higher-dimensions.

As illustrated in Figure 2 top left, the input 2D pose
detections U (obtained as ground-truth 2D joint locations
under known camera parameters, or from other 2D pose
detectors) are first projected into a 1024-d features, with a
fully connected layer. Then the first block takes this high-
dimensional features as input and an extra linear layer
is applied at the end of it to obtain an explicit 3D pose
representation. In order to have a coherent understanding
of the full body in 3D space, we re-project the 3D estimation
into a 1024-d space and further feed it into the second block.
With the initial 3D pose estimation from the first block, the
second block is able to reconstruct a more reasonable 3D
pose.

To make full use of the information from initial 2D pose
detections, we utilize residual connections between the two
blocks. Such technique is able to encourage the information
flow and facilitate our training. Additionally, each block in
our base network is able to directly access to the gradients
back-propagated from the loss function (detailed in Sec-
tion 5), leading to an implicit deep supervision [62]. With
the refined 3D pose estimated from base network, we again
re-projected it into a 1024-d features. We combine the 1024-
d features from the 3D pose and the original 1024-d feature
of 2D pose together, which leads to a final 1024-d feature
representation that has well-aligned 3D pose information
and preserves the original 2D pose information.

Finally, we concatenate appearance and geometry fea-
ture representations together and feed this long vector into
our 3D pose grammar network.

4.2 3D Pose Grammar Network

So far, our base network directly estimated the depth of each
joint from the 2D pose detections. However, such end-to-end
estimation ignores the rich inherent structures within the
human body. Motivated by this, we propose to incorporate
reasoning of the 3D human body structure in a global
manner. Here we use Recurrent Neural Network (RNN) to
model high-level knowledge of 3D human pose grammar,
which towards a more reasonable and powerful 3D pose
estimator that is capable of satisfying human anatomical
and anthropomorphic constraints. Before going deep into
our grammar network, we first detail our grammar formu-
lations that reflect interpretable and high-level knowledge of
human body configuration. Basically, given a human body,
we consider the following three types of grammar in our
network.

In this paper, we derive pose grammar on a human
skeleton structure of 17 joints defined in Human3.6M [1], i.e.,
head, neck, thorax, spine, pelvis, shoulders, elbows, wrists,
hips, knees, and ankles. As we mentioned in Section 3.1, we
shift all other joints to a relative coordinate system centered
by the pelvis and thus only 16 joints are represented in the
proposed pose grammar. The used skeleton structure can be
easily adapted to other skeleton structures (e.g., LSP format
14 joints [63], MPII format 15 joints [64], Kinect format 13
joints) by skipping unused joints.

Kinematics grammar Gkin. Kinematic constraints are an
essential factor for building a human body representation.
There are numerous human body simulators [65], human
dynamics tracking systems [66], [67] and tree-based pose
estimation methods [68], [69] are built upon kinematic struc-
tures. In this paper, we represent the kinematics within the
human body as a tree structure. The articulated relation are
better represented and the correlation of features at parent
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joint and child joint are better captured within tree structure
than the flat or sequential structure. Similar to the frame-
work of [70], we adapt the tree-structured recurrent neural
network for modeling human pose and integrating local and
global features. The aggregated contextual information are
propagated efficiently through the edges between joints.

To simplify the representation, we decompose the hu-
man body tree structure into multiple chains with overlap-
ping nodes. As illustrated in Figure 1 the red skeleton, five
chains (i.e., kinematics grammar) are defined to represent
the kinematic constraints within different body parts:

Gkinvert : head↔ neck↔ thorax↔ spine , (5)

Gkinl.arm : thorax↔ l.shoulder↔ l.elbow↔ l.wrist , (6)

Gkinr.arm : thorax↔ r.shoulder↔ r.elbow↔ r.wrist , (7)

Gkinl.leg : spine↔ l.hip↔ l.knee↔ l.foot , (8)

Gkinr.leg : spine↔ r.hip↔ r.knee↔ r.foot . (9)

Our kinematic tree model is powerful as it captures
the most important source of constraint on human body
pose. However, this model is also limited by the fact that
it does not represent information about relations between
limbs that are not physically connected by bones. There-
fore, we further incorporate two advanced relations, i.e.,
symmetry and motor coordination, into the pose grammar.
We organize these two advanced grammar on top of the
kinematics grammar; that is, symmetry and motor coordi-
nation grammar network takes outputs from the kinematics
grammar network as inputs and further optimizes 3D pose
configurations.

Symmetry grammar Gsym. Human body has a sym-
metrical appearance when viewed externally, i.e., the two
halves of human body are nearly mirror images of each
other, when a line is drawn in the center. For decades,
people explore various computational models [71], [72], [73],
analytical or biological basis, proving the effectiveness in
computer vision and graphics.

As illustrated in Figure 1 the blue skeleton, we build two
symmetry grammar for describing such bilateral symmetri-
cal properties of human body:

Gsymarm : Gkinl.arm ↔ Gkinr.arm , (10)

Gsymleg : Gkinl.leg ↔ Gkinr.leg . (11)

As described in above grammar, humans usually have two
symmetrical arms and two symmetrical legs.

Motor coordination grammar Gcrd. Motor coordination
is the ability to coordinate muscle synergies or movement
primitives [74], which characterizes the coordinated in-
volvement of different body parts in different actions. Stud-
ies [75], [76] show that there exist mutual couplings between
the involved components and it can be used to reduce the
degree of freedom in the model. Here we mainly consider
simplified left-right motor coordination, i.e., the rhythmic
alternating left and right limb movement, during the loco-
motion. Motor coordination grammar is complementary to
the symmetry grammar in describing the relations between
upper body and lower body.

As illustrated in Figure 1 the green skeleton, we define
two motor coordination grammar to represent constraints
on people coordinated movements:

Gcrdlr : Gkinl.arm ↔ Gkinr.leg , (12)

Gcrdrl : Gkinr.arm ↔ Gkinl.leg . (13)

In this paper, we extend Bi-directional RNN [77] (BRNN)
to represent our pose grammar, which formulates the se-
quential data into a hidden Markov Chain model and
describes relations among neighboring nodes with sharing
weights. Unlike standard RNN which can only work in
one direction, BRNN encodes messages passing from two
directions, i.e., forward and backward, which simulates the
undirected relations between two neighboring joints in the
pose grammar.

For a node t in the grammar, we use t − 1 and t + 1 to
denote the previous node and the next node, respectively.
For example, in Equation (5), node representing thorax is
neighbored with the previous node for neck and the next
node for spine. Given an input feature encoding at for node
t, the output yt is jointly determined by the bi-directional
states hft and hbt :

yt = φ(W f
y h

f
t +W b

yh
b
t + by), (14)

where φ(·) is the softmax function, hft and hbt the forward
and backward hidden states, respectively. hft and hbt are
computed recursively, that is,

hft = tanh(W f
h h

f
t−1 +W f

a at + bfh) ,

hbt = tanh(W b
hh

b
t+1 +W b

aat + bbh) ,
(15)

where W indicates the linear weights and b denotes the bias
term.

As shown in Figure 2, we build a two-layer hierarchy
of BRNNs for modeling our three kinds of pose grammar,
where all BRNNs shares the same cell size 1024 (i.e., 512
cells passing forward and 512 cells passing backward) and
the same equation in Equation (14). The three pose gram-
mar is represented by the edges between BRNNs nodes or
implicitly encoded into BRNN architecture.

For the bottom layer, five BRNNs are built for modeling
the five relations defined in kinematics grammar. More
specifically, they accept the pose-aligned features from our
base network as input, and generate estimation for a 3D joint
at each time step. The information is forward/backward
propagated efficiently over the two states with BRNN, thus
the five Kinematics relations are implicitly modeled by the
bi-directional chain structure of corresponding BRNN. Note
that we take the advantages of recurrent natures of RNN for
capturing our chain-like grammar, instead of using RNN for
modeling the temporal dependency of sequential data.

For the top layer, four BRNN nodes are derived in total,
two for symmetry relations and two for motor coordination
relations. For the symmetry BRNN nodes, taking Gsymarm node
as an example, it takes the concatenated 3D-joints (totally 6
joints) from the Gkinl.arm and Gkinr.arm BRNNs in the bottom
layer in all times as inputs, and produces estimations for
the six 3D-joints taking their symmetry relations into ac-
count. Similarly, for the coordination nodes, such as Gcrdl→r ,
it leverages the estimations from Gkinl.arm and Gkinr.leg BRNNs
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and refines the 3D joint estimations according to motor
coordination grammar.

Note a joint could appear multiple times in the pose
grammar. We apply mean-pooling on outputs from all nodes
in all BRNNs representing this joint and regard it as the
jointly optimized configuration for this joint.

In this way, we organize three kinds of human pose
grammar as a hierarchical BRNN model and the outputs
from the top layer is considered as the final 3D pose estima-
tions.

5 LEARNING

In this section, we first discuss the loss functions and
learning algorithm overview and then propose a data aug-
mentation technique to enhance the model robustness and
generalization ability.

5.1 Loss Function

We first construct the training set Ω to train our model,

Ω = {(Ik, Ûk, V̂k) : k = 1, . . . , NΩ}, (16)

Ûk = {ûki : i = 1, . . . , Nv}, (17)

V̂k = {v̂ki : i = 1, . . . , Nv}, (18)

where Ûk and V̂k denote ground-truth 2D and 3D poses for
the k-th training sample, respectively. The mapping function
f(I,U; θ) is learned via Maximum Likelihood Estimation
(MLE), that is,

θ∗ = arg max
θ

L(θ; Ω) = arg min
θ

`(θ; Ω)

= arg min
θ

1

NΩ

NΩ∑
k=1

`(θ; Ik, Ûk, V̂k).
(19)

In this paper, we define the loss function `(θ; Ik, Ûk, V̂k)
to penalize both joint-wise and bone-wise errors between
predicted 3D pose and true 3D pose, that is,

`(θ; Ik, Ûk, V̂k) =
Nv∑
i=1

‖vki − v̂ki ‖2
Nv

+
∑

(i,j)∈E

‖ekij − êkij‖2
Ne

,

(20)
where eij = vi − vj denotes the bone between joint i
and j, E denotes the set of bones in the skeleton and Ne
denotes the number of bones. Instead of considering all
pairwise relations among joints, we only regard physically-
connected neighboring joints as bones, as defined in the
kinematics grammar Gkin. The first loss term enforces the
absolute locations at each joint to be accurate and the second
loss term penalizes the bone displacement in the human
skeleton, similar to [37].

5.2 Algorithm

The model parameters θ that need to be learned include
weights from the geometry feature encoder, the appearance
feature encoder and the 3D pose grammar network. Since
the whole model could easily overfit with a simple end-to-
end training, we divide the entire learning process into three
phases:

Fig. 3. Illustration of virtual camera simulation. The black camera icons
stand for real camera settings while the white camera icons simulated
virtual camera settings.

i) Learning geometry feature encoder from Mocap
datasets using ground-truth 2D-3D pose pairs with loss
function defined in Equation (19). Weights for other mod-
ules are frozen and input RGB images are not needed in this
phase. The training set is augmented with virtual 2D poses
by projecting each 3D pose into 2D poses under different
camera viewpoints, as elaborated in Section 5.3.1.

ii) Learning appearance feature encoder from both Mo-
Cap and in-the-wild datasets with loss function defined in
Equation (19). Weights for other modules are frozen as the
first phase. We propose a label propagation algorithm for
augmenting unpaired in-the-wild samples and train our
appearance model on hybrid datasets to improve model
robustness and mitigate overfitting, as discussed in Sec-
tion 5.3.2.

iii) Attaching pose grammar network on the top of the
trained base network, and fine-tuning the whole network in
an end-to-end manner with Mocap datasets and augmented
data from the first two phases.

5.3 Data Augmentation

We develop two data augmentation techniques to improve
the model robustness and generalization ability for the
corresponding learning phases.

5.3.1 2D Pose Augmentation
We conduct an empirical study on popular 3D pose esti-
mation datasets (e.g., Human3.6M, HumanEva) and notice
that there are usually limited number of cameras (3-4 on
average) recording the human subject. This raises the doubt
whether learning on such dataset can lead to a generalized
3D pose estimator applicable in other scenes with different
camera positions. We believe that augmenting 2D poses
from unseen camera views will improve the model per-
formance and generalization ability. For this, we propose
a novel Pose Sample Simulator (PSS) to generate addi-
tional training samples. The generation process consists
of two steps: i) projecting ground-truth 3D pose V̂ onto
virtual camera planes to obtain ground-truth 2D pose Û, ii)
simulating 2D pose detections U by sampling conditional
probability distribution p(U|Û).

In the first step, we first specify a series of virtual
camera calibrations. Namely, a virtual camera calibration
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is specified by quoting intrinsic parameters K ′ from other
real cameras and simulating reasonable extrinsic parameters
(i.e., camera locations T ′ and orientations R′). As illustrated
in Figure 3, two white virtual camera calibrations are de-
termined by the other two real cameras. Given a specified
virtual camera, we can perform a perspective projection of a
ground-truth 3D pose V̂ onto the virtual camera plane and
obtain the corresponding ground-truth 2D pose Û.

In the second step, we first model the conditional prob-
ability distribution p(U|Û) to mitigate the discrepancy be-
tween 2D pose detections U and 2D pose ground-truth Û.
Assuming p(U|Û) follows a mixture of Gaussian distribu-
tion, that is,

p(U|Û) = p(ε) =
∑NG

j=1
ωj N(ε;µj ,Σj), (21)

where ε = U − Û, NG denotes the number of Gaussian
distributions, ωj denotes a combination weight for the j-
th component, N(ε;µj ,Σj) denotes the j-th multivariate
Gaussian distribution with mean µj and covariance Σj . As
suggested in [2], we set NG = 42. For efficiency issues, the
covariance matrix Σj is assumed to be in the form:

Σj =

σj,1 0 0

0
. . . 0

0 0 σj,i

 , σj,i ∈ R2×2 (22)

where σj,i is the covariance matrix for joint ui at j-th
multivariate Gaussian distribution. This constraint enforces
independence among each joint ui in 2D pose U.

The probability distribution p(U|Û) can be efficiently
learned using an EM algorithm, with E-step estimating com-
bination weights ω and M-step updating Gaussian param-
eters µ and Σ. We utilizes K-means clustering to initialize
parameters as a warm start. The learned mean µj of each
Gaussian can be considered as an atomic pose representing
a group of similar 2D poses. We visualize some atomic poses
in Figure 4.

Given a 2D pose ground-truth Û, we sample p(U|Û)
to generate simulated detections U, which reduces the dis-
crepancy between training and testing data. Only 2D and 3D
pose pairs are needed in the first learning phase, while black
masks and simulated detections are combined together in
the third learning phase for end-to-end joint training of
the whole framework. The appearance feature encoder is
essentially frozen for the augmented training samples, as
it is not a trivial task to synthesize realistic images from
arbitrarily unseen camera views.

5.3.2 Image Augmentation

To train the appearance feature encoder, we need 2D images
with 2D and 3D pose annotations which are only available
in constrained environments with motion capture systems.
The appearance model is likely to overfit with training on
those images alone, due to poor generalization to complex
scenarios in the wild.

We propose a label propagation algorithm for unpaired
in-the-wild images (e.g., LSP [63], MPII [64]), using paired
2D and 3D poses from Mocap datasets and the trained
geometry feature encoder from the first phase. The proposed

Fig. 4. Examples of learned 2D atomic poses in probability distribution
p(U|Û).

label propagation algorithm consists of two steps: i) match-
ing unpaired 2D poses with paired 2D poses from Mocap
datasets, ii) verifying matched candidates using the early-
stage model.

First, we match each 2D pose of in-the-wild images
with 2D poses in the MoCap dataset and return a set of
3D poses associated with the matched 2D poses. We rotate
2D poses with different angles because the diverse poses
(e.g., doing sports) in common pose datasets can hardly be
observed under constrained conditions in MoCap datasets.
We measure the matching of 2D poses by the mean distance
per joints and keep top 10 matched 3D poses with distances
below a certain threshold as candidates for the next step.

Second, we apply the trained geometry feature encoder
on the 2D pose ground-truth to obtain an initial estimation
of the 3D pose. We further compare the kept 3D pose
candidates with the estimated 3D pose and pick the one
with the minimum distance as the ground-truth 3D pose for
this sample. Namely, the label from a paired sample (i.e.,
in-the-wild data) is propagated to a unpaired sample (i.e.,
Mocap data). We then browser through all the obtained 3D
poses to filter out those bad matches.

Augmented image samples are first used to train the
appearance feature encoder alone in the second learning
phase and then used to augment the training set Ω in the
third joint learning phase.

6 EXPERIMENTS

In this section, we first introduce datasets and settings for
evaluation, and then report our results and comparisons
with state-of-the-art methods, and finally conduct an abla-
tion study on components in our method.

6.1 Datasets

We evaluate our method quantitatively and qualitatively on
four popular 3D pose estimation datasets.

Human3.6M [90], [1] is the current largest dataset for
human 3D pose estimation, which consists of 3.6 million
3D human poses and corresponding video frames recorded
from 4 different cameras. Cameras are located at the front,
back, left and right of the recorded subject, with around 5
meters away and 1.5 meter height. In this dataset, there are
11 actors in total and 15 different actions performed (e.g.,
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TABLE 1
Quantitative comparisons of Average Euclidean Distance (in mm) between the estimated pose and the ground-truth on Human3.6M under

Protocol #1, Protocol #2, Protocol #3 and the proposed Protocol #4/4*. ‘-’ indicates that the results were not reported for the respective action
class in the original paper. Lower values are better. The best score is marked in bold.

Protocol #1 Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SittingD. Smoke Wait WalkD. Walk WalkT. Avg.

Tekin et al.(CVPR’16) [78] 102.4 147.2 88.8 125.3 118.0 182.7 112.4 129.2 138.9 224.9 118.4 138.8 126.3 55.1 65.8 125.0
Zhou et al.(CVPR’16) [17] 87.3 109.3 87.0 103.1 116.1 143.3 106.8 99.7 124.5 199.2 107.4 118.0 114.2 79.3 97.7 113.0

Du et al.(ECCV’16) [79] 85.1 112.7 104.9 122.1 139.1 135.9 105.9 166.2 117.5 226.9 120.0 117.7 137.4 99.3 106.5 126.5
Sanzari et al.(ECCV’16) [80] 48.8 56.3 95.9 84.7 96.4 105.5 66.3 107.4 116.8 129.6 97.8 65.9 130.4 92.5 102.2 93.1

Chen et al.(CVPR’17) [81] 89.9 97.6 89.9 107.9 107.3 139.2 93.6 136.0 133.1 240.1 106.6 106.2 87.0 114.0 90.5 114.1
Pavlakos et al.(CVPR’17) [31] 67.4 71.9 66.7 69.1 72.0 77.0 65.0 68.3 83.7 96.5 71.7 65.8 74.9 59.1 63.2 71.9

Moreno et al.(CVPR’17) [82] 69.5 80.1 78.2 87.0 100.7 76.0 69.6 104.7 113.9 89.6 102.7 98.4 79.1 82.4 77.1 87.3
Tome et al.(CVPR’17) [83] 64.9 73.4 76.8 86.4 86.2 110.6 68.9 74.7 110.1 173.9 84.9 85.7 86.2 71.3 73.1 88.3
Tekin et al.(ICCV’17) [84] 85.0 108.7 84.3 98.9 119.3 95.6 98.4 93.7 73.7 170.4 85.0 116.9 113.7 62.0 94.8 100.0
Zhou et al.(ICCV’17) [33] 54.8 60.7 58.2 71.4 62.0 65.5 53.8 55.6 75.2 111.6 64.1 66.0 51.4 63.2 55.3 64.9

Martinez et al.(ICCV’17) [6] 51.8 56.2 58.1 59.0 69.5 78.4 55.2 58.1 74.0 94.6 62.3 59.1 65.1 49.5 52.4 62.9
Yang et al.(CVPR’18) [23] 51.5 58.9 50.4 57.0 62.1 65.4 49.8 52.7 69.2 85.2 57.4 58.4 43.6 60.1 47.7 58.6

Hossain et al.(ECCV’18) [25] 48.4 50.7 57.2 55.2 63.1 72.6 53.0 51.7 66.1 80.9 59.0 57.3 62.4 46.6 49.6 58.3
Habibie et al.(CVPR’19) [36] 54.0 65.1 58.5 62.9 67.9 75.0 54.0 60.6 82.7 98.2 63.3 61.2 66.9 50.0 56.5 65.7

Zhao et al.(CVPR’19) [37] 47.3 60.7 51.4 60.5 61.1 49.9 47.3 68.1 86.2 55.0 67.8 61.0 42.1 60.6 45.3 57.6

Ours (ICCV’17) [9] 90.1 88.2 85.7 95.6 103.9 92.4 90.4 117.9 136.4 98.5 103.0 94.4 86.0 90.6 89.5 97.5
Ours (AAAI’18) [10] 50.1 54.3 57.0 57.1 66.6 73.3 53.4 55.7 72.8 88.6 60.3 57.7 62.7 47.5 50.6 60.4

Ours Full 47.1 52.8 54.2 54.9 63.8 72.5 51.7 54.3 70.9 85.0 58.7 54.9 59.7 43.8 47.1 58.1

Protocol #2 Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SittingD. Smoke Wait WalkD. Walk WalkT. Avg.

Akhter et al.(CVPR’15) [85] 199.2 177.6 161.8 197.8 176.2 195.4 167.3 160.7 173.7 177.8 186.5 181.9 198.6 176.2 192.7 181.5
Zhou et al.(PAMI’16) [86] 99.7 95.8 87.9 116.8 108.3 93.5 95.3 109.1 137.5 106.0 107.3 102.2 110.4 106.5 115.2 106.1
Bogo et al.(ECCV’16) [87] 62.0 60.2 67.8 76.5 92.1 77.0 73.0 75.3 100.3 137.3 83.4 77.3 86.8 79.7 87.7 82.3

Sanzari et al.(ECCV’16) [80] – – – – – – – – – – – – – – – 93.1
Moreno et al.(CVPR’17) [82] 66.1 61.7 84.5 73.7 65.2 67.2 60.9 67.3 103.5 74.6 92.6 69.6 71.5 78.0 73.2 74.0

Pavlakos et al.(CVPR’17) [31] – – – – – – – – – – – – – – – 51.9
Tome et al.(CVPR’17) [83] – – – – – – – – – – – – – – – 79.6
Tekin et al.(ICCV’17) [84] – – – – – – – – – – – – – – – 50.1

Martinez et al.(ICCV’17) [6] 39.5 43.2 46.4 47.0 51.0 56.0 41.4 40.6 56.5 69.4 49.2 45.0 49.5 38.0 43.1 47.7
Yang et al.(CVPR’18) [23] 26.9 30.9 36.3 39.9 43.9 47.4 28.8 29.4 36.9 58.4 41.5 30.5 29.5 42.5 32.2 37.7

Hossain et al.(ECCV’18) [25] 35.7 39.3 44.6 43.0 47.2 54.0 38.3 37.5 51.6 61.3 46.5 41.4 47.3 34.2 39.4 44.1
Habibie et al.(CVPR’19) [36] 43.7 46.9 45.4 48.0 50.2 54.6 40.6 41.6 60.7 75.6 48.8 46.8 47.5 36.9 43.9 49.2

Ours (ICCV’17) [9] 72.5 69.9 69.2 78.3 80.0 71.7 70.8 83.1 105.7 76.0 83.5 76.4 69.0 75.2 79.6 77.4
Ours (AAAI’18) [10] 38.2 41.7 43.7 44.9 48.5 55.3 40.2 38.2 54.5 64.4 47.2 44.3 47.3 36.7 41.7 45.7

Ours Full 36.7 39.5 41.5 42.6 46.9 53.5 38.2 36.5 52.1 61.5 45.0 42.7 45.2 35.3 40.2 43.8

Protocol #3 Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SitingD. Smoke Wait WalkD. Walk WalkT. Avg.

Kostrikov et al.(BMVC’14) [88] – – – – – – – – – – – – – – – 115.7
Rogez et al.(NIPS’14) [89] – – – – – – – – – – – – – – – 88.1
Yasin et al.(CVPR’16) [5] 88.4 72.5 108.5 110.2 97.1 81.6 107.2 119.0 170.8 108.2 142.5 86.9 92.1 165.7 102.0 110.2

Tome et al.(CVPR’17) [83] – – – – – – – – – – – – – – – 70.7

Ours (ICCV’17) [9] 62.8 69.2 79.6 78.8 80.8 72.5 73.9 96.1 106.9 88.0 86.9 70.7 71.9 76.5 73.2 79.5
Ours (AAAI’18) [10] 32.9 43.7 52.1 46.1 51.0 57.1 43.3 46.5 60.1 73.2 52.1 42.6 50.7 38.6 40.8 48.7

Ours Full 31.8 42.0 49.9 44.6 48.9 54.7 42.2 45.1 58.2 71.3 50.6 41.2 48.9 37.2 39.3 47.1

Protocol #4 Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SitingD. Smoke Wait WalkD. Walk WalkT. Avg.

Pavlakos et al.(CVPR’17) [31] 79.2 85.2 78.3 89.9 86.3 87.9 75.8 81.8 106.4 137.6 86.2 92.3 72.9 82.3 77.5 88.6
Zhou et al.(ICCV’17) [33] 61.4 70.7 62.2 76.9 71.0 81.2 67.3 71.6 96.7 126.1 68.1 76.7 63.3 72.1 68.9 75.6

Martinez et al.(ICCV’17) [6] 65.7 68.8 92.6 79.9 84.5 100.4 72.3 88.2 109.5 130.8 76.9 81.4 85.5 69.1 68.2 84.9

Ours (ICCV’17) [9] 103.9 103.6 101.1 111.0 118.6 105.2 105.1 133.5 150.9 113.5 117.7 108.1 100.3 103.8 104.4 112.1
Ours (AAAI’18) [10] 57.5 57.8 81.6 68.8 75.1 85.8 61.6 70.4 95.8 106.9 68.5 70.4 73.8 58.5 59.6 72.8

Ours Full 59.5 65.6 66.7 65.7 78.3 72.2 64.6 71.3 89.3 105.4 71.9 64.6 64.0 52.2 57.4 69.9

Protocol #4* Direct. Discuss Eating Greet Phone Photo Pose Purch. Sitting SitingD. Smoke Wait WalkD. Walk WalkT. Avg.

Pavlakos et al.(CVPR’17) [31] 76.9 84.3 74.0 88.0 90.0 88.7 74.8 77.4 107.2 140.6 88.4 87.7 69.9 73.4 74.2 86.4
Zhou et al.(ICCV’17) [33] 58.7 70.1 57.8 75.7 74.2 82.8 66.1 68.3 95.8 128.3 69.5 72.7 60.7 64.6 65.5 74.1

Martinez et al.(ICCV’17) [6] 63.8 68.4 86.0 78.2 88.2 102.0 71.8 85.5 109.7 134.8 78.9 75.2 80.3 62.2 65.1 83.3

Ours (ICCV’17) [9] 100.7 102.5 96.7 108.6 126.9 104.6 105.0 126.8 152.7 117.0 118.2 100.6 93.7 93.1 101.2 112.0
Ours (AAAI’18) [10] 59.2 60.6 73.1 67.6 67.2 80.9 62.1 67.0 86.6 100.0 63.8 71.1 77.6 61.5 61.1 70.6

Ours Full LOO 57.2 61.5 64.4 64.6 71.0 76.9 62.0 63.5 84.8 101.1 65.8 65.1 70.5 52.9 57.4 67.9
Ours Full LO-View0 59.5 65.6 66.7 65.7 78.3 72.2 64.6 71.3 89.3 105.4 71.9 64.6 64.0 52.2 57.4 69.9
Ours Full LO-View1 55.9 61.3 58.1 64.8 68.2 81.0 61.2 58.3 81.4 91.4 62.2 64.7 75.2 50.4 58.3 66.2
Ours Full LO-View2 54.8 58.9 60.7 61.3 71.2 74.7 60.7 58.5 83.2 109.4 66.1 60.6 66.5 48.6 53.5 65.9
Ours Full LO-View3 58.4 60.2 72.2 66.6 66.5 79.5 61.4 65.9 85.4 98.3 62.9 70.4 76.3 60.5 60.5 69.7



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 10

greeting, eating and walking, etc.). The 3D pose ground-
truth is captured by a motion capture (Mocap) system and
all camera parameters (intrinsic and extrinsic parameters)
are provided. This dataset is captured in a controlled indoor
environment.

HumanEva [7] is another widely used dataset for human
3D pose estimation, which is also collected in a controlled
indoor environment using a Mocap system. In this paper, we
use HumanEva-I dataset for experimental validation, which
consists of 4 subjects performing 6 predefined actions (e.g.,
jog, gesture and combo) under 7 cameras (3 color cameras
and 4 grayscale cameras).

Human-Human-Object Interaction Dataset (HHOI) [8]
is a newly released dataset that contains 3D human interac-
tions captured by MS Kinect v2 sensor. It includes 3 types
of human-human interactions: shake hands, high five and
pull up and 2 types of human-object-human interactions:
throw and catch, hand over a cup. There are 8 actors per-
forming 23.6 instances per interaction on average. The data
is collected in a common office with clutter background.

MPII [2] is a challenging benchmark for 2D human
pose estimation in the wild, containing a large amount of
human images in the wild. We only validate our method on
this dataset qualitatively since no 3D pose ground-truth is
provided.

6.2 Evaluation Protocols

6.2.1 Human3.6M
For Human3.6M [1], there are mainly three evaluation pro-
tocols used to measure the performance.

Protocol #1, the most standard evaluation protocol on
Human3.6M, is widely used in the literature [1], [29], [17],
[84]. The original frame rate of 50fps is down-sampled to
10fps and the evaluation is on sequences coming from all
4 cameras and all trials. The first 5 subjects (S1, S5, S6, S7
and S8) are used for training and the last 2 subjects (S9 and
S11) are used for testing. The reported 3D error metric is
computed as the Euclidean distance from the estimated 3D
joints to the ground-truth, averaged over all 17 joints of the
Human3.6M skeletal model.

Protocol #2, followed by [87], [85], [91], [86], selects
the same subjects for training and testing as Protocol #1.
However, evaluation is only on sequences captured from the
frontal camera (“cam 3”) from trial 1 and all the frames are
used. The predictions are post-processed via a rigid trans-
formation (i.e.each estimated 3D pose is aligned with the
ground-truth pose, on a per-frame basis, using Procrustes
analysis) before comparing to the ground-truth.

Protocol #3 was used in [88], [5], [89], [83]. The training
set consists of 6 subjects (S1, S5, S6, S7, S8 and S9) while
the testing set only contains 1 subject (S11). The testing data
is sub-sampled from S11 with an interval of 64 frames. The
evaluation is performed on sequences from all 4 cameras
and all trials. Some poses without synchronized images are
omitted and the total testing set has 3,612 poses. Similar
to Protocol #2, the estimated skeleton was first aligned to
the ground-truth one by Procrustes transformation before
measuring the joint distances.

In above three protocols, the same 4 camera views are
both used for training and testing. This raises the question

whether the learned estimator over-fits to training camera
parameters. To validate the generalization ability of different
models, we propose a new protocol based on different
camera view partitions for training and testing.

Proposed Protocol #4 and #4*. In [10], we propose to
use subjects S1, S5, S6, S7 and S8 in the first 3 camera views
for training and subjects S9 and S11 in the last camera view
for testing, which is referred as Protocol #4. In this paper, we
further extend the cross-view training/testing data partition
in Protocol #4 to a Leave-One-Out setting. Specifically, we
keep the same subject partitions for the training and test-
ing set, but conduct four experiments on four correspond-
ing cross-view training/testing data partitions, i.e., {view0,
view1, view2}/{view3}, {view0, view1, view3}/{view2}, {view0,
view2, view3}/{view1}, {view1, view2, view3}/{view0}. The
mean errors are computed over all four experiment settings.
The new protocol is referred as Protocol #4*. This Leave-
One-Out cross validation scheme is more robust compared
with the original fixed camera view partition. Compared
with other evaluation protocols, the suggested protocols
guarantee that not only subjects but also camera views are
different for training and testing, eliminating over-fitting of
subject appearance and camera parameters, respectively.

6.2.2 HumanEva

For HumanEva-I [2] dataset, we follow the standard protocol
described in [92], [88], [5], [31] for a fair comparison. The
training sequences are used for training and the validation
sequences for evaluation. The performance is evaluated on
the jogging and walking sequences from 3 subjects (S1, S2,
S3) and the first RGB camera. A rigid transformation is
performed before computing the mean reconstruction error.

6.2.3 HHOI

To evaluate how our method can be generalized to data
from a totally different environment, we train model on
Human3.6M dataset and test it on HHOI dataset which is
captured with Kinect sensor in a casual environment. We
pick 13 joints defined by Kinect and also use mean per
joint error as the evaluation metric. Each action instance is
down-sampled at 10fps for efficient computation and both
persons in each action are evaluated. We still use the focal
length from Human3.6M to recover 3D poses and the poses
are compared up to a rigid transformation and also scale
transformation.

6.3 Implementation Details

We implement our method using Tensorflow and Keras as
back-end. We first train our base network for 200 epoch.
In the first step, the learning rate is set as 10−4. We use
all training samples from each dataset and all images from
MPII-LSP-extended dataset [62] for the joint training of the
appearance feature encoder. In the second step, the learning
rate is set as 0.001 with an exponential decay rate 0.96 and
decay step 100000 and the dropout rate is set as 0.5. In the
third step, the learning rate is set as 10−5 to guarantee model
stability in the final training phase. The batch size is set to 64
and we adopt Adam optimizer for the mini-batch gradient
descent in all steps.



IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE 11

TABLE 2
Quantitative comparisons of the mean reconstruction error (mm) on

HumanEva-I. The best score is marked in bold.

Method
Walking Jogging

Avg.(Act 2, Cam 1) (Act 1, Cam 1)
S1 S2 S3 S1 S2 S3

Taylor et al.(CVPR’10) [93] 48.8 47.4 49.8 75.4 - - -
Bo et al.(IJCV’10) [94] 46.4 30.3 64.9 64.5 48.0 38.2 48.7

Sigal et al.(IJCV’12) [95] 66.0 69.0 - - - - -
Varun et al.(ECCV’12) [91] 161.8 182.0 188.6 - - - -

Simo-Serra et al.(CVPR’12) [92] 99.6 108.3 127.4 109.2 93.1 115.8 108.9
Simo-Serra et al.(CVPR’13) [96] 65.1 48.6 73.5 74.2 46.6 32.2 56.7

Radwan et al.(ICCV’13) [97] 75.1 99.8 93.8 79.2 89.8 99.4 89.5
Wang et al.(CVPR’14) [98] 71.9 75.7 85.3 62.6 77.7 54.4 71.2

Belagiannis et al.(CVPR’14) [99] 68.3 - - - - - -
Kostrikov et al.(BMVC’14) [88] 44.0 30.9 41.7 57.2 35.0 33.3 40.3

Elhayek et al.(CVPR’15) [100] 66.5 - - - - - -
Akhter et al.(CVPR’15) [85] 186.1 197.8 209.4 - - - -

Yasin et al.(CVPR’16) [5] 35.8 32.4 41.6 46.6 41.4 35.4 38.9
Tekin et al.(CVPR’16) [78] 37.5 25.1 49.2 - - - -
Zhou et al.(CVPR’16) [17] 34.2 30.9 49.1 - - - -
Zhou et al.(PAMI’16) [86] 100.0 98.9 123.1 - - - -
Bogo et al.(ECCV’16) [87] 73.3 59.0 99.4 - - - -

Noguer et al.(CVPR’17) [82] 19.7 13.0 24.9 39.7 20.0 21.0 26.9
Pavlakos et al.(CVPR’17) [31] 22.3 19.5 29.7 28.9 21.9 23.8 24.3

Tekin et al.(ICCV’17) [84] 27.2 14.2 31.7 - - - -
Martinez et al.(ICCV’17) [6] 19.7 17.4 46.8 26.9 18.2 18.6 24.6

Hossain et al.(ECCV’18) [25] 19.1 13.6 43.9 23.2 16.9 15.5 22.0
Ours (ICCV’17) [9] 32.2 18.3 32.5 42.4 36.6 34.3 32.7

Ours (AAAI’18) [10] 19.4 16.8 37.4 30.4 17.6 16.3 22.9
Ours Full 18.7 16.0 35.7 28.9 16.9 15.6 21.9

We perform 2D pose detections using a state-of-the-art
2D pose estimator [4]. We fine-tuned the model on Hu-
man3.6M and use the pre-trained model on HumanEva and
MPII. Our deep grammar network is trained with images
and 2D pose detections as inputs and 3D pose ground-truth
as outputs. For Protocol #1, Protocol #2, and Protocol #3, the
data augmentation is omitted due to neglected performance
change (±0.2mm) and tripled training time. We refer the
readers to Section 6.5.3 for more details and analysis on
data augmentation. For Protocol #4 and Protocol #4*, in
addition to the original 3 camera views, we further augment
the training set with 6 virtual camera views on the same
horizontal plane. Consider the circle which is centered at the
human subject and locates all cameras is evenly segmented
into 12 sectors with 30 degree angles each, and 4 cameras
occupy 4 sectors. We generate training samples on 6 out of 8
unoccupied sectors and leave 2 closest to the testing camera
unused to avoid overfitting. The 2D poses generated from
virtual camera views are augmented by our PSS. During
each epoch, we will sample our learned distribution once
and generate a new batch of synthesized data.

Empirically, one forward and backward pass takes 35
ms on a Titan X GPU and a forward pass takes 20 ms only,
allowing us to train and test our network efficiently.

6.4 Results and Comparisons
Human3.6M. We evaluate our method under all three proto-
cols. We compare our method with 14 state-of-the-art meth-
ods [78], [79], [17], [81], [80], [87], [31], [91], [86], [85], [82],

[33], [6], [23], [25], [36], [37] and report quantitative com-
parisons in Table 1. From the results, our method achieves
state-of-the-art results across the vast majority of actions
and obtains superior performance over other competing
methods on average.

To verify our claims, we re-train three previous meth-
ods [31], [33], [6], which obtain top performance under
Protocol #1, with the new dataset partitions under Protocol
#4 and Protocol #4*. The quantitative results are reported
in Table 1. The large performance drop of previous 2D-3D
reconstruction models [31], [9], [33], [6], which demonstrates
the blind spot of previous evaluation protocols and the over-
fitting problem of those models.

Notably, our method outperforms previous methods in
all evaluation protocols and shows a huge improvement un-
der under cross-view evaluation in Protocol #4 and Protocol
#4*. Additionally, the large performance gap of [6] under
Protocol #1 and Protocol #4 (62.9mm vs 84.9mm) demon-
strates that previous 2D-to-3D reconstruction networks eas-
ily over-fit to camera views. Our general improvements over
different settings demonstrate our superior performance
and good generalization.

HumanEva. We compare our method with 18 state-of-
the-art methods [93], [94], [95], [91], [92], [96], [97], [98],
[99], [88], [100], [85], [5], [86], [87], [82], [31], [6], [25]. The
quantitative comparisons on HumanEva-I are reported in Ta-
ble 2. As seen, our 3D pose estimator outperforms previous
methods across the vast majority of subjects and on average.

HHOI. We implement a baseline ‘Nearest’ which
matches the predicted 2D pose with 2D poses from Hu-
man3.6M and selects the depth from the 3D pose paired with
the nearest 2D pose as the predicted depth. Note that the
Kinect may produce unreasonable 3D poses because of oc-
clusions and the evaluation with those poses cannot reflect
true performance of compared methods, thus we go through
each action video and select visually good sequences for
quantitative comparisons. Specifically, we keep all videos
from ‘PullUp’ and ‘HandOver’, and a few videos from
‘HighFive’ and ‘ShakeHands’. We select the smaller error
calculated among the predicted pose and its flipped one
due to the left-right confusion of Kinect. The quantitative
results are summarized in Table 3. The action ‘PullUp’ gets
the biggest error among all actions due to the large pose
variation.

For all three above datasets, we set up three baselines for
our ICCV’17 framework [9], our AAAI’18 framework [10]
and our new model. As reported in Table 1, Table 2 and
Table 3, the new method outperforms our previous frame-
works, which validates the effectiveness of incorporating
appearance features.

MPII. We apply the pre-trained model from Human3.6M
to natural images to see how well the learned model could
be generalized to unseen images. We visualize sampled
results generated by our method on MPII as well as Hu-
man3.6M in Figure 5. As seen, our method is able to ac-
curately predict 3D pose for both indoor and in-the-wild
images.

6.5 Ablation studies
In this section, we study different components of our model
on Human 3.6M dataset under different protocols.
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Fig. 5. Qualitative results of our method on MPII dataset. For each sample pair, we show the input image overlayed with the estimated 2D pose
(left) and the estimated 3D pose from a novel view (right). Best viewed in color.

TABLE 3
Quantitative comparisons of Average Euclidean Distance (in mm)
between the estimated pose and the ground-truth on HHOI. Lower

values are better. The best score is marked in bold.

Method PullUp HandOver HighFive ShakeHands Avg.
Nearest 161.2 126.2 117.3 129.6 133.6

Ours (ICCV’17) [9] 124.8 101.9 96.1 118.6 110.4
Ours (AAAI’18) [10] 60.9 63.3 61.5 72.1 64.5

Ours Full 58.3 60.6 58.8 69.2 61.7

6.5.1 Effectiveness of Features and Loss Terms

Features. We study the effectiveness of two feature en-
coders. As reported in Table 4, we observe the error in-
creases by ∼ 4% on all protocols when dropping off the
appearance feature, . We then validate how the geometry
feature works by either dropping it off (i.e., appearance
feature only) or changing to different number of building
blocks. It can be observed adding geometry features can
lead to huge performance improvements on all protocols

TABLE 4
Ablation studies of features and loss terms on Human3.6M under
Protocol #1, #2 and #4*. Numbers represent Average Euclidean
Distance (in mm) between estimation and ground-truth and lower

values are better. See text for detailed explanations.

Component Variants Proto #1 Proto #2 Proto #4*

Appearance
Ours w/o. 60.4 45.7 70.6
Ours Full 58.1 43.8 67.9

Geometry

Ours w/o. 85.1 67.6 95.0
1 block 85.1 67.6 74.6
2 blocks (Ours Full) 58.1 43.8 67.9
4 blocks 60.3 45.6 69.7
8 blocks 61.0 46.0 70.3

Bone Loss
Ours w/o. 58.6 44.2 68.8
Ours Full 58.1 43.8 67.9

and 2 blocks seem to be a fairly good choice in the proposed
network architecture. This ablative study also indicates
geometry features are more expressive than appearance
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Fig. 6. Illustration of how symmetry constraints help pose estimation.
Even when certain body parts are occluded/mis-detected in the input
image, our model could still predict reasonable 3D pose configurations.

features in the task of 3D human pose estimation.
Loss Terms. We study the effectiveness of the newly

added bone displacement loss. Comparing with the baseline
which does not use the bone loss, we can observe that
adding bone displacement constrains could lead to ∼ 1.5%
performance improvement across different evaluation pro-
tocols (see Table 4). Essentially, this loss serves as a binary
loss on the bone 3D orientations, analogy to Part Affinity
Field [101] used in 2d human pose estimation.

TABLE 5
Ablation studies of pose grammar on Human3.6M under Protocol #1,
#2 and #4*. Numbers represent Average Euclidean Distance (in mm)

between estimation and ground-truth. Lower values are better. See text
for detailed explanations.

Methods Components Proto #1 Proto #2 Proto #4*

Ours (AAAI’18) [10]

w/o. 69.4 53.8 92.0
w. kin. 63.7 49.1 85.9
w. kin.+sym. 61.8 46.8 83.4

w/o. extra data w. kin.+crd. 62.7 47.9 84.9
w. all 60.4 45.7 82.6

Ours (AAAI’18) [10]

w/o. 65.2 50.3 75.1
w. kin. 62.0 47.5 72.9
w. kin.+sym. 60.9 46.2 71.4
w. kin.+crd. 61.3 46.9 72.0
w. all 60.3 45.6 70.6

Ours w/o. extra data

w/o. 67.3 52.4 88.1
w. kin. 62.3 46.9 81.7
w. kin.+sym. 59.7 44.8 79.5
w. kin.+crd. 61.0 45.4 80.6
w. all 58.1 43.8 78.5

Ours Full

w/o. 61.0 46.6 70.7
w. kin. 59.3 45.1 68.5
w. kin.+sym. 58.3 44.0 68.4
w. kin.+crd. 58.7 44.5 68.8
w. all 57.9 43.7 67.9

6.5.2 Effectiveness of Pose Grammar
We study the effectiveness of our pose grammar model,
which injects high-level grammar constraints into our net-
work. We first set up four baselines: 1) the base network
without data augmentation from [10], 2) the base network
with data augmentation from [10], 3) the proposed base
network without data augmentation, and 4) the proposed
base network with data augmentation. For all four methods,

we examine the performance of different grammar rules:
1) without pose grammar, 2) kinematics grammar only,
3) kinematics and symmetry grammar, 4) kinematics and
coordination, 5) all three grammar. As reported in Table 5,
each pose grammar rule indeed helps constraint 3D pose
configurations and improves the performance. Comparing
the results among different methods, pose grammar shows
good performance improvement on baselines (simple net-
work architecture, no extra training data). When the model
is fed with rich data, contribution of pose grammar de-
creases. Comparing results among all three pose grammar,
we can also find that kinematics grammar plays a major
rule in constraining the 3D human pose, then symmetry
grammar, then the motor coordination grammar.

Noticed the marginally improvement reported in Fig. 5
might not fully illustrate how each grammar constrains the
pose configuration, this could be potentially due to the
relatively simple poses in Human3.6M dataset and the 3D
supervisions dominates in training. We further dive deep
to analyze how specifically each grammar contributes on
challenging examples from in-the-wild datasets. As shown
in Fig. 5, quantitative results on various challenging poses
from MPII indicates our learned model generalizes well and
generates reasonable 3D poses on the in-the-wild images,
especially considering the challenging poses and heavy
occlusions in those testing images, as well as lack of paired
3D groundtruth on the in-the-wild datasets for training.

Our vanilla model without grammar model represents
each joint independently and relies on the neural network
to implicitly learn the joint-wise relations, which could
introduce undesired priors due to the data bias, e.g., most
of the subjects in training set are in upright poses. Kinematic
grammar, defined as chains among kinematically-connected
body parts, helps reduce the state space between joints
with parent-child relations. This is particularly beneficial
for cases with partial occlusions, e.g., a joint is occluded
and its parent/child joint is visible. Symmetry grammar,
together with kinematic grammar, plays a key role in handling
challenging poses and occlusions. As shown in Fig. 6, when
some body parts are occluded/mis-detected from the input
image, our model still produces reasonable estimations for
those occluded body parts. Empirically, our learned model
could utilize i) the estimated locations of their parent/child
joints and ii) the configuration from its symmetric body
parts to infer positions of the occluded joints.

We conduct an ablative study on MPII dataset to check
if the symmetrical body parts have similar lengths at the
end of the pose estimation process. Specially, we compute
the bone length differences between left and right limbs
(i.e., forearm, arm, thigh, leg) and average over all the MPII
dataset. Estimated 3D poses from i) model without any
pose grammar, ii) model with kinematic grammar only, iii)
model with kinematic and symmetry grammar yield mean
bone length differences of 13.3mm, 11.7mm and 9.1mm,
respectively. This further validates kinematic and symmetry
grammar enforce constraints to preserve the plausibility of
human body pose configuration. It is worth noting even
human performs poorly to provide the groundtruth for
those challenging examples due to depth ambiguity.
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Fig. 7. Illustration of four different viewpoint augmentation strategies.
See text for detailed explanations.

6.5.3 Effectiveness of Data Augmentation

Viewpoint Augmentation. We study different strategies
for selecting virtual viewpoints. It worth noting that the
proposed data augmentation method aims to improve the
model robustness against unseen views. Yet it can hardly be
evaluated fairly using existing 3D pose datasets, where they
use very few cameras (less than 10) and with Mocap stage
setup bias. As illustrated in Fig. 7, we conduct our study
on Human 3.6M data and explore four viewpoint selection
strategies:

a) Directly using the ground-truth test camera view. This
does not introduce any redundant viewpoints and serves as
the upper bound for data augmentation.

b) Simulating two camera views locating ±30 degrees
next to the ground-truth camera view for testing. This serves
as an overfitted viewpoint augmentation.

c) Simulating four camera views evenly distributed
around all the cameras, where each virtual camera is 45
degree away from the two neighboring real cameras.

d) Simulating eight camera views, together with the 4
real cameras to segment the circle centering the human sub-
ject into 12 sectors with 30 degrees each. We ignore the two
cameras which fall into ±30 degrees of the testing camera
view to avoid overfitting and keep the rest six camera views.

As shown in Table 6, our strategy is inferior to selecting
ground-truth and the overfitting setting by a small margin.
Since we expect the viewpoint augmentation should be
agnostic to the testing scenario, our augmentation strategy
provides people a general sense about how much improve-
ment we could expect from using our data augmentation.
Even though performance could be better if we select a
viewpoint close to the one for testing, such strategy violates
our dataset assumption and cannot be generalized to other
3D pose datasets or in-the-wild images.

Sampling. We then evaluate the effects of our 2D pose
sample simulator. As shown in Table 6, comparing the
results of only using the data from original 3 camera views
in Human 3.6M and the results of adding samples by
generating ground-truth 2D-3D pairs from 6 extra camera
views, we see error drops on all protocols, showing that
extra training data indeed expand the generalization ability.
Next, we compare our Pose Sample Simulator to a simple
baseline, i.e., generating samples by adding random noises
to each joint, say an arbitrary Gaussian distribution or a
white noise. Unsurprisingly, we observe error drops on all
protocols yet it is worse than using the ground-truth 2D
pose. This suggests that the conditional distribution p(E|Ê)
helps bridge the gap between detection results and ground-
truth.

Augmentation for other methods. Finally, we re-train
models proposed in [31], [33], [6] with the augmented
data to validate when such data provides complementary
information about 3D human pose in unseen views. As
reported in Table 6, We can observe performance boosts for
all these methods given the extra training data. This study
also serves as a fair comparisons between our method and
other competitive methods.

We also find that data augmentation from unseen views
cannot benefit model performance much on protocol #1 and
#2 for all methods and variants. This indicates that unseen
views barely provide any complementary information for
the model to learn 3D human body configuration if the train-
ing and testing camera views are highly overlapped. Due
to the limitations of existing Mocap datasets, benefits from
data augmentation could be underestimated. As shown in
Fig. 5, qualitative results on in-the-wild images indicates
our method generalizes well on unseen human poses and
camera views.

TABLE 6
Ablation studies of viewpoint augmentation, pose sampling and

augmentation for other methods on Human3.6M under Protocol #1, #2
and #4*. Numbers represent Average Euclidean Distance (in mm)

between estimation and ground-truth. Lower values are better. See text
for detailed explanations.

Components Variants Proto #1 Proto #2 Proto #4*

Virtual View
GT (upper bound) 57.5 43.4 65.7
2 overlap views 57.9 43.6 66.7
4 views 58.0 43.8 69.8
6 views (Ours Full) 57.9 43.7 67.9

Sampling
w/o. 58.1 43.8 78.5
w. GT 58.4 44.0 72.1
w. simple 58.9 44.2 73.3
w. PSS (Ours Full) 57.9 43.7 67.9

Methods Components Proto #1 Proto #2 Proto #4*

Pavlakos et al.(CVPR’17) [31]
w/o. extra data 71.9 51.9 86.4
w. extra data 71.5 51.6 78.5

Zhou et al.(ICCV’17) [33]
w/o. extra data 64.9 - 74.1
w. extra data 64.9 - 72.4

Martinez et al.(ICCV’17) [6]
w/o. extra data 62.9 47.7 83.3
w. extra data 62.8 47.7 73.9

Ours Full
w/o. extra data 58.1 43.8 78.5
w. extra data 57.9 43.7 67.9

7 CONCLUSIONS

In this paper, we propose a pose grammar model for the task
of human 3D pose estimation, which encode appearance
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and geometry features of 2D human poses implicitly, and
a set of knowledge over 3D human poses explicitly. The
proposed pose grammar expresses the composition process
of joints-part-pose following various principles (i.e., kine-
matics, symmetry, and coordination). The network can be
trained end-to-end with back-propagation. For alleviating
the limitation that previous 3D pose estimators easily over-
fit in appearance and camera views, we develop a data
augmentation algorithm to enrich the appearance model
with in-the-wild scenarios and the geometry model with
virtual 2D poses under unseen camera views. The proposed
algorithm efficiently improves model robustness against
appearance variations and cross-view generalization ability.
Additionally, we propose a new experimental protocol on
Human3.6M that follows a cross-view setting. This eval-
uation protocol focuses on the model robustness against
camera view variance and has been long-time ignored by
previous protocols. We conducted exhaustive experiments
on public human pose benchmarks, including Human3.6M,
HumanEva, HHOI and MPII, to verify the generalization is-
sues of existing methods, and evaluate the proposed method
for cross-view human pose estimation. Results show that
our method can significantly reduce pose estimation errors
and clearly outperform the alternative methods. We will
explore more expressive and interpretable pose grammar
representations, more effective and efficient network ar-
chitectures and better data augmentation strategies in the
future.
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