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Abstract

In this paper, we present an event parsing algorithm
based on Stochastic Context Sensitive Grammar (SCSG) for
understanding events, inferring the goal of agents, and pre-
dicting their plausible intended actions. The SCSG repre-
sents the hierarchical compositions of events and the tem-
poral relations between the sub-events. The alphabets of
the SCSG are atomic actions which are defined by the poses
of agents and their interactions with objects in the scene.
The temporal relations are used to distinguish events with
similar structures, interpolate missing portions of events,
and are learned from the training data. In comparison with
existing methods, our paper makes the following contribu-
tions. i) We define atomic actions by a set of relations based
on the fluents of agents and their interactions with objects
in the scene. ii) Our algorithm handles events insertion and
multi-agent events, keeps all possible interpretations of the
video to preserve the ambiguities, and achieves the globally
optimal parsing solution in a Bayesian framework; iii) The
algorithm infers the goal of the agents and predicts their
intents by a top-down process; iv) The algorithm improves
the detection of atomic actions by event contexts. We show
satisfactory results of event recognition and atomic action
detection on the data set we captured which contains 12
event categories in both indoor and outdoor videos.

1. Introduction

Cognitive studies[8] show that humans have a strong in-
clination to interpret observed behaviors of others as goal-
directed actions. In this paper, we take such a teleologi-
cal stance for understanding events in surveillance video, in
which people are assumed to be rational agents[7] whose
actions are often planned to achieve certain goals. In this
way, we can interpret observed events in terms of inferring
the underlying goals and predicting the next actions.

Imagine an office scene, an agent picks up a cup, and
walks to the desk on which there is a tea box, we might
infer that his goal is to make tea, and we predict that his next

action is to put a tea bag in the cup. But instead, he picks
up the phone on the desk, we may now infer that his goal
has been interrupted by an incoming call. After the call,
he walks to the dispenser, his action is obscured due to our
viewing angle. After some time, he is observed drinking.
We can now infer that he had poured water in the cup in the
occluded time section.

To achieve the above event understanding capability, we
need to solve several problems: i) Representing events in
hierarchical structure with temporal relations. ii) Dealing
with event insertions, interruptions, multi-agent events and
agent-object interactions. iii) Preserving the ambiguities
both in the lower level atomic action detection and higher
level event recognition to achieve globally optimized solu-
tion.

Existing methods for event representation and recogni-
tion can be divided into two categories. 1) HMMs and
DBN based methods. Brand et al.[5] modeled human ac-
tions by coupled HMMs. Natarajan[l4] described an ap-
proach based on Coupled Hidden Semi Markov Models for
recognizing human activities. Kazuhiro et al [15] built a
conversation model based on dynamic Bayesian network.
Al-Hames and Rigoll [2] presented a multi-modal mixed-
state dynamic Bayesian network for meeting event clas-
sification. Although HMMs and DBN based algorithms
achieved some success, the HMMs do not model the high
order relations between sub-events, and the fixed structure
of DBN limits its power of representation. 2) Grammar
based methods. Ryoo and Aggarwal [13] used the context
free grammar (CFG) to model and recognize composite hu-
man activities. Ivanov and Bobick [10] proposed a hier-
archical approach using a stochastic context free grammar
(SCFG). Joo and Chellappa [17] used probabilistic attribute
grammars to recognize multi-agent activities in surveillance
settings. Zhang et al [19] applied an extended grammar ap-
proach to modeling and recognizing complex visual events.
These methods focus on the hierarchical structure of events,
but the temporal relations between sub-events are not fully
utilized. There are other methods for event representa-
tion and reasoning in the higher level, such as VEML and



Figure 1. The Detection result of objects in an office scene, the ob-
jects of interest include cup, phone, laptop, trash-can, bucket, tea
box, microwave, dispenser and white board. The tea box and the
white board can not be detected automatically and are corrected
by user.

VERL[I, 4], and PADS[3].

In this paper, we represent events by Stochastic Context
Sensitive Grammar (SCSG). The SCSG is embodied in an
And-Or Graph (AoG) which was first introduced to com-
pute vision in [6] and [20], and has been used in [9] to ana-
lyze sports videos. The AoG represents the hierarchical de-
compositions from events to sub-events to atomic actions.
Leaf nodes for atomic actions are defined by a set of fluents
(time varying properties) of the agents and their interactions
with objects in the scene. And-nodes represent the compo-
sition and routine (chronological order) of their sub-nodes.
Or-nodes represent the alternative ways to realize a certain
event, where each alternative has an associated probability
to account for its branching frequency.

In contrast to HMMs and DBN, in the AoG, the And-
nodes express long time sequence and enforce the higher
order constraints than HMMs, the Or-nodes enable the re-
configuration of the structures, and thus are more expres-
sive that the fix-structured DBN. The AoG also represents
the temporal relations between multiple sub-events by the
horizontal links between the nodes, by which, the temporal
relations are better utilized than they are in CFG and SCFG.

The contributions of our paper are: 1) We represent the
atomic actions by a set of relations. 2) Our algorithm can
afford to generate all possible parse graphs of single events,
combine the parse graphs to obtain the interpretation of
the input video, and achieve the global maximum posterior
probability. 3) The agent’s goal and intent at each time point
is inferred by bottom-up and top-down process based on the
parse graphs contained in the most probable interpretation.
4) We show that the detection result of atomic actions can
be improved by event contexts.

We collect a video data set, which includes videos of
daily life captured both in indoor and outdoor scenes to
evaluate the proposed algorithm. The events in the videos
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Figure 2. The unary relations or fluents. The left are four fluents
of agent: ’Stand’, *Stretch’, 'Bend’ and ’Sit’. The right shows two
fluents ("On’ and *Off”) of a phone and a laptop screen.
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Figure 3. The binary spatial relations between agents (or parts) and
background objects.
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include single-agent events, multi-agent events, and concur-
rent events. The result of the algorithm are evaluated by hu-
man subjects and our experiments show satisfactory results.

2. Event representation by AoG

The AoG includes And-nodes, Or-nodes, leaf nodes and
higher order temporal relations. The structures of the AoG
are learned automatically from the training data as in our
companion paper [16], the parameters and temporal rela-
tions are also learned from the training data.

2.1. Atomic actions — the leaf nodes

We define an atomic action as a set of relations a =
{r1,...r 7} including both unary and binary relations.

e An unary relation (A) is also called the fluent, i.e. a
time varying property of the agent or object A in the
scene. As Figure 2 shows, it could be the pose (e.g.
stand and bend) and object states (e.g. on and off).

e A binary relation r(A, B) is the spatial relation (e.g.
touch and near) between A, B which could be agents,
body parts (hands, feet), and objects. Figure 3 illus-
trates some typical relations.

There are 13 classes of interest objects including cup,
laptop, water dispenser in our training and test data. These
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Figure 4. Examples of atomic actions, each relation is shown by
2 half-circles that are bonded together. For the action of ’shaking
hands’, A, B are both agents.

objects should be detected automatically, however, detec-
tion of multi-class objects in a complex scene cannot be
solved perfectly by the state-of-art. Therefore, we adopt
a semi-automatic object detection system. The objects in
each scene are detected by the Multi-class boosting with
feature sharing [ 18], and the detection result is interactively
edited. This is not time consuming as it is done only once
for each scene, and the objects of interest are tracked auto-
matically during the video events. Figure 1 shows the de-
tection result of the objects of interest in an office.

We use a background subtraction algorithm to detect the
agents and fluent changes of objects, and we use a commer-
cial surveillance system to track the detected agents, both
with errors and ambiguities which are to be corrected by
hierarchical event contexts. The unary relations of agents
and objects are detected by computing the properties of the
foreground area such as the aspect ratio and intensity his-
togram of the bounding box, and a probability is obtained.
The binary relations are defined on the positions of A and
B. A and B could be agents (parts) and objects. The head
and hands of agent are detected by skin color detection in
the foreground area. We use the normal distribution as the
detection rule of these relations. The parameters of the dis-
tribution can be learned from the training data.

When a relation involves an object, the object is tracked
until the relation finishes and the new position of the object
will be updated.

Figure 4 shows three examples of the atomic actions. Ta-
ble 1 lists the 28 atomic actions used in the office scene.
There are totally n = 34 atomic actions in our experiments.
An atomic action is detected when all its relations are de-
tected with probability higher than a given threshold, and
the probability of the atomic action is computed as the prod-
uct of the probabilities of all its relations. An atomic action
a = {ry,...,r s}, has the following probability given frame

Node | Semantic Name Node | Semantic Name
Name Name

a1 arrive at phone ag leave phone

as arrive at trash-can aio leave trash-can
as arrive at basin ail leave basin

a4 arrive at dispenser a1 leave dispenser
as arrive at tea box ais leave tea box
ag arrive at board a4 leave board

ar arrive at laptop ais leave laptop

as arrive at microwave | aig leave microwave
arr use laptop ais read paper

a9 use tea box as0 use phone

a1 use dispenser a22 use microwave
ag3 bend down a4 null

ass work as6 discuss

a7 enter aos exit

Table 1. The atomic action in the office scene which are the termi-
nal nodes in AoG representation.

It7
1
pla| 1) = Ejli[lp(rj) o exp{—E(a)} (M
where E(a) = — E;]:l log p(r;) is the energy of a and

Z = 2?22134 (p(a) | I;) is the normalization factor, over all
possible atomic actions.

Given the input video I, in a time interval A = [0, 7],
multiple atomic actions are detected with probability at
each frame to account for the ambiguities in the relations
contained in the atomic actions, for example, the relation
"touch’ cannot be clearly differentiated from relation *near’
unless kinect is used. The other reason is the inaccuracy of
foreground detection. Fortunately, most of the ambiguities
can be removed by the event context, we will show this in
the experiment section.

2.2. Event composition by And, Or & Set nodes

An event category is represented by a 6-tuple AoG =<
S, Vn,Vr, R, X, P >. Itembodies a stochastic context sen-
sitive grammar (SCSG). S is the root node for an event cat-
egory, Viy = Va4 U V" is the set of non-terminal nodes
(events and sub-events) composed of an And-node set and
an Or-node set. Each And-node represents an event or sub-
event, and is decomposed into sub-events or atomic actions
as its children nodes. These children nodes must occur in
certain temporal order. An Or-node points to a number of
alternative ways to realize an event or sub-event, and each
alternative has a probability associated with it to indicate the
frequency of occurrence. The Set-node is a special Or-node
which can repeat m times, and is associated with a proba-
bility p(m) that accounts for the time warping effects. Vp
is a set of terminal nodes for atomic actions. R is a num-
ber of relations between the nodes (temporal relations), ¥
is the set of all valid configurations (possible realizations of
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Figure 5. AoG of events in the office scene. S is the root node which represents the sequential events happened in the office. It is a Set-
node and could be any combinations of K single events. For example, S could be E1|E2|E1E2|EsE>FEs|.... Ei, ..., E7 are And-nodes
representing single events. The atomic actions are also represented by Set-nodes, and could last for 1 to n frames. The temporal relations
are given by the ratio of the lasting time between related nodes. For clarity, only the temporal relations between sub-events are shown.

the events) derivable from the AoG, i.e. its language, and P
is the probability model defined on the graph. The AoG of
events in the office scene is shown in Figure 5.

2.3. Non-parametric temporal relations

The And-nodes have already defined the chronologi-
cal order of its sub-nodes, and the Set-nodes representing
atomic actions have modeled the lasting time of the atomic
action by the frequency of its production rules. In addition,
we augment the AoG by adding temporal relations to regu-
late the durations of nodes in events.

Unlike [10] and [19] which use Allen’s 7 binary tempo-
ral relations [12], we use non-parametric filters to constrain
the durations between multiple nodes. We use the AoG of
FE; in Figure 5 to illustrate the temporal relations. F; is
an And-node and has three child nodes A, B and C whose
durations are 74, T and 7¢ respectively. For example, an
agent bends down in A, does something in B, and stands up
in C. The sub-event B could be ’pick up an object’ or ’tie
shoe laces’. The two cases can only be distinguished from
the relative duration 75 with respect to 74, 7¢. Also, when
an agent performs event F; in a hurry, the durations of A,
B and C will be shorter than usual, while the ratio of the
lasting time between A, B and C will remain stable. We
denote a temporal filter as F' = (F}, F», F3), and we mea-
sure how well the durations 75, = (74,785, 7¢) fits to this
filter by their inner product 7r =< 7g,, F' > in the same
way as image filters. The response T'r follows a continuous
distribution,

p(Tr) ~ h(< 7, F* >) )

Where h is the histogram calculated for T'r from the train-
ing data. One may use multiple F' to model the relations if
needed. The selection of these filters follows the minimum
entropy principle [20] that chooses filters telling the most

difference between the observed histogram and the synthe-
sis histogram according to the current model.

2.4. Parse graph

A parse graph is an instance of the AoG obtained by
selecting variables at the Or-nodes and specifying the at-
tributes of And-nodes and terminal nodes. We use pg to
denote the parse graph of the AoG of a single event ;. We
denote the following components in pg:

o Vi(pg) = {ai, ..., an,(pg)} is the set of leaf nodes in
pg.

o V(pg) = {v1,..., Vs, (pg)} is the set of non-empty
Or-nodes in pg, p(v;) is the probability that v; chooses
its sub-nodes in pg.

e R(pg) = {Tr1,...,Tryr)} is the set of temporal re-
lations between the nodes in pg.

The energy of pg is defined as in[20]

epg)= Y, E()+ >, —logp(v)
a; €V*(pg) vi€Ver(pg) 3)
+ ) —logp(Tr)
Tr;€R(pg)

The first term is the data term, it expresses the energy of
the detected leaf nodes (atomic actions) which is computed
by eqn 1. The second term is the frequency term, it accounts
for how frequently each Or-node decomposes a certain way,
and can be learned from the training data. The third term is
the relation term which models the temporal relations be-
tween the nodes in pg and can be computed by eqn 2.



Figure 6. (a) A small AoG. (b) A typical input of the algorithm.
(c),(d) and (e) are three possible parse graphs (interpretations)
of the video Inp ¢, Each interpretation segments the video
In1t ,14) into single events at the event level and into atomic ac-
tions at the atomic action level.

Given input video I, in a time interval A = [0,7]. We
use PG to denote parse graph for a sequence of events in .S
and to explain the /5. PG is of the following form,

PG = (K, pg1,-..,P9K) “)

where K is the number of parse graphs of single event.

3. Event parsing

Firstly we will show the event parsing process by assum-
ing that there is only one agent in the scene in section 3.1 -
3.3. In section 3.4 we will show how to parse events when
there are multiple agents in the scene.

3.1. Formulation of event parsing

The input of our algorithm is a video I, in a time interval
A = [0,T1, and atomic actions are detected at every frame
I;. We denote by A4, the time interval of parse graph pg;.
PG = (K, pg1,...,pgK ) is regarded as an interpretation of
I, when

{ Usihps =N )
Npgi N Npg, =0 Vij i #j

We use a small AoG in Figure 6(a) to illustrate the algo-
rithm. Figure 6(b) shows a sample input of atomic actions.
Note that there are multiple atomic actions at each time
point. Figure 6(c), (d) and (e) show three possible parse
graphs (interpretations) of the input up to time t4. PG =
(1, pg1) in figure 6(c) is an interpretation of the video I, ,)
and it segments I|;, ;,) into one single event £ at the event
level, and segments I;, ;,) into three atomic actions a1, a3
and a4 at the atomic action level. PGs = (2,pga, pgs) in
Figure 6(d) segments I|;, ;,) into two single events F; and
F,, where F is inserted in the process of F;. Similarly
PG3 = (2, pgq, pgs) in 6(e) is another parse graph and seg-
ments I, ;,) into two single events F; and Es.

The segmentation of events is automatically integrated in
the parsing process and each interpretation could segment
the video I into single events, and remove the ambiguities
in the detection of atomic actions by the event context. The
energy of PG is

K
E(PG | 1)) = p(K)> (e(pgk | In,,,) — logp(k)) (6)
k=1

where p(k) is the prior probability of the single event whose
parse graph in PG is pgy, and p(K) is a penalty item that
K _—X
follows the poisson distribution as p(K) = )‘T;! ~ where
A is the expected number of parse graphs in 1. The prob-

ability for PG is of the following form

P(PG | 1) = Sep{~B(PG| 1)) ()

where Z is the normalization factor and is summed over all
PG as Z =) poexp{—E(PG | I5)}. The most likely
interpretation of I, can be found by maximizing the follow-
ing posterior probability

PG* = arg rr}%xp(PG | In) (8)

When the most possible interpretation is obtained, the
goal at frame I can be inferred as the single event whose
parse graph pg; explains I, and the intent can be predicted
by the parse graph pg;.

3.2. Generating parse graphs of single events

We implemented an online parsing algorithm for AoG
based on Earley’s [ 1] parser to generate parse graphs based
on the input data. Earley’s algorithm reads terminal sym-
bols sequentially, creating a set of all pending derivations
(states) that is consistent with the input up to the current in-
put terminal symbol. Given the next input symbol, the pars-
ing algorithm iteratively performs one of three basic oper-
ations (prediction, scanning and completion) for each state
in the current state set.

For clarity, we use two simple AoGs of F; and /5 with-
out set nodes as shown in Figure7(a) to show the parsing
process. Here we consider the worst case, that is, at each
time, the input will contain all the atomic actions in £ and
FEs as shown in Figure7(b). At time ¢, in the prediction
step, I/1’ s first atomic action a; and E»’ s first atomic ac-
tion a4 are put in the open list. At time ¢, in the scanning
step, since a; and a4 are in the input, they are scanned in and
there are two partial parse graphs at ¢; as shown in Figure
7(c). Notice that we do not remove a1 and a4 from the open
list. This is because the input is ambiguous, if the input at £;
is really a1, then it cannot be a4 and should not be scanned
in and should stay in the open list waiting for the next input.
It is the same that if the input at ¢ is really a4. Then based
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Figure 7. (a) The two AoGs of single event 1 and E>. (b) The
input in the worst case. (c) The parse graphs at time ¢;. (d) The
parse graphs at time 2

on the parse graphs, ao, a3 and a5 are predicted and put in
the open list. Then at time ¢, we have a1, as, as, a4, as in
the open list. At time ¢, all of the five nodes in the open list
are scanned in and we will have 7 parse graphs (five new
parse graphs plus the two parse graphs at ¢1) as shown in
Figure 7(d). The two parse graphs at t1 are kept unchanged
at t5 to preserve the ambiguities in the input. This process
will continue iteratively and all the possible parse graphs of
E; and E5 will be generated.

3.3. Run-time incremental event parsing

As time passes, the number of parse graphs will increase
rapidly and the number of the possible interpretations of the
input will become huge, as Figure 8(a) shows. However, the
number of acceptable interpretations (PG with probability
higher than a given threshold) does not keep increasing, it
will fluctuate and drop sharply at certain time, as shown in
Figure 8(b). We call these time points the “decision mo-
ments”. This resembles human cognition. When people
watch others taking some actions, the number of possible
events could be huge, but at certain times, when some criti-
cal actions occurred, most of the alternative interpretations
can be ruled out.

Our parsing algorithm behaves in a similar way. At each
frame, we compute the probabilities of all the possible inter-
pretations and only the acceptable interpretations are kept.
The parse graphs which are not contained in any of these
acceptable interpretations are pruned. This will reduce the
complexity of the proposed algorithm greatly.

3.4. Multi-agent Event parsing

When there are multiple agents in the scene, we can do
event parsing for each agent separately. That is, for each
agent in the scene, the atomic actions are detected (all other
agents are regarded as objects in the scene) and parsed as
mentioned above, then the interpretations of all the agents
in the scene are obtained.
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Figure 8. (a) The number of possible interpretations (in logarithm)
vs time (in seconds). (b) The number of acceptable interpretations
vs time. The decision moments are the time points on which the
critical actions happen and the number of acceptable interpreta-
tions drops sharply.

(c) Corridor (d) Outdoor

Figure 9. Sample image shots from the collected videos.

(a) Lab

(b) Hallway

4. Experiments
4.1. Data collection

For evaluation, we collect videos in 5 indoor and outdoor
scenes, include office, lab, hallway, corridor and around
vending machines. Figure 9 shows some screen-shots of
the videos. The training video total lasts for 60 minutes,
and contains 34 types of atomic actions (28 of the 34 types
of atomic actions are listed in Table 1 for the office scene)
and 12 events categories. Each event happens 3 to 10 times.

The structures of the AoG are learned automatically
from the training data as in our companion paper[!6], the
parameters and temporal relations are also learned from
the training data. The testing video lasts 50 minutes and
contains 12 event categories, including single-agent events
like getting water and using a microwave, and multi-agent
events like discussing at the white board and exchanging ob-
jects. The testing video also includes event insertion such
as making a call while getting water.

4.2. Atomic action recognition with event context

Figure 10 shows the ROC curve of the recognition results
of all the atomic actions in the testing data. The ROC is
computed by changing the threshold used in the detection
of atomic actions. From the ROC curve we can see that
with event context, the recognition rate of atomic actions is
improved greatly.
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Figure 10. The ROC curve of recognition results of atomic actions.
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Figure 11. Experiment results of event recognition which involve
multiple agents. Agent P1 works during frames 4861 to 6196,
agent P2 enters the room from frames 6000 to 6196, then they go
to the white board, have a discussion and leave the board. The
semantic meaning of the atomic actions could be found in Table 1.

Scene Number of event | Correct Accuracy
instances

Office 32 29 0.906

Lab 12 12 1.000

Hallway | 23 23 1.000

Corridor | 9 8 0.888

Outdoor | 11 11 1.000

Table 2. Recognition accuracy of our algorithm.
4.3. Event Recognition

The performance of event recognition is shown in Table
2. Figure 11 shows the recognition results of events which
may involve multiple agents and happen concurrently.

4.4. Goal inference and intent prediction

Besides the classification rate, we also evaluate the pre-
cision of the goal inference and intent prediction online. We
compare the result of the proposed algorithm with 5 human
subjects as was done in the cognitive study with toy exam-
ples in a maze world in [7]. The participants viewed the
videos with several judgement points, at each judgement
point, the participants were asked to infer the goal of the
agent and predict his next action with probability.

Figure 12 (a) shows five judgement points of an event
insertion (making a call in the process of getting water).
Figure 12 (b) shows the experimental results of event seg-
mentation and insertion. Figure 12 (c) shows the goal in-

(a) Five judgement points of the sequential event of getting water and making a call
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(b) Experiment results of event segmentation and event insertion
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(d) Experimental results of intent prediction
Figure 12. Experiment results of event segmentation, insertion,
goal inference and intent prediction. The semantic meaning of

the atomic actions in (d) could be found in Table 1.

ference result obtained by participants and our algorithm
respectively, and Figure 12 (d) shows the intent prediction
results. Our algorithm can predict one or multiple steps ac-
cording to the parse graph. Here we only show the result of
predicting one step. Although the probabilities of the goal
inference and intent prediction results are not the same as
the average of the participants, the final classifications are
the same. In the testing video, we set 30 judgement points
in the middle of events. The accuracy of goal inference is
90% and the accuracy of intent prediction is 87%.

4.5. Event interpolation

When some atomic actions are not detected because of
occlusions or missing detections in the input data, these
atomic actions are interpolated as follows: For each pre-
dicted atomic action a, if it is not detected at the next time
point, we will add a; in the detection results of atomic ac-
tion with a low probability. After parsing, the missed atomic
actions will be interpolated by the event context.

We tested the performance of event interpolation, as
shown in Figure 13. During the process of getting water,
another agent appeared and occluded the agent, then the
atomic action ‘use dispenser‘ can not be detected. By our
algorithm, the atomic action ‘use dispenser‘ can be inter-



Figure 13. (a) (b) and (c) are three representative frame of atomic
action ’arrive dispenser’, use dispenser’ and ’leave dispenser’ re-
spectively.

Comparison of HMM Based DBN Based Grammar Based
Algorithms Brand[6] | Natarajan[14] | Kazuhiro[15] | M.AI-Hames[2] | Ivanov[12] | Ours

Relations over No No No No No Yes
multiplenodes
Qoal mfm““? and No No No No No Yes
intent prediction
Primitive detection
T No No No No Yes Yes
Primitive correction No No No No Ves Vs
by context
Interaction with
Obiects No No No No Yes Yes
C it i¢

ALY gy Yes Yes No No Yes
Recognition

Table 3. Qualitative Comparison with Previous Work

polated by event interpolation and the whole event can be
recognized as well. In the testing video, there are 9 atomic
actions that could not be detected because of viewing angle
and occlusion. We also remove 21 detected atomic actions
from the detection results to test the performance of event
interpolation. By event interpolation, 27 of the 30 missing
and occluded atomic actions are “detected” successfully.

5. Conclusion and Future work

We present an AoG representation and an algorithm for
parsing video events with goal inference and intent predic-
tion. Our experiments results show that events, including
events involve multi-agents and events that happen concur-
rently can be recognized accurately, and the ambiguity in
the recognition of atomic actions can be reduced largely us-
ing hierarchical event contexts. In Table 3 we compare the
proposed algorithm with previous work.

The objects of interest in the scene are detected semi-
automatically at present. The event context provides a lot
of information of the objects involved in the event, and can
be utilized to detect and recognize objects. We refer to a
companion paper[ 6] for details of learning the AoG and
semantic labeling of small objects in the scenes. As kinect
can get 3D information precisely in indoor scene, we plan
to use kinect to detect more meticulous atomic actions, and
parse more complex events in future work.

Demos and data set are
civs.stat.ucla.edu/Event/EventParsing.html
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