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Chapter 7. Sampling Distributions

®Parameters and Estimates

® Sampling distributions of the sample mean
®Central Limit Theorem (CLT)

® Estimates that are approximately Normal

@ Standard errors of differences

® Student’ s t-distribution

Questions

® What are two ways in which random observations

ariseand gl ve exampl €S. (random sampling from finite population —
randomized scientific experiment; random process producing data.)

® What is a parameter? Give two examples of
paramaers (characteristic of the data— mean, 19 quartile, std.dev.)

® What is an estimate? How would you estimate the
parameters you described in the previous question?

® Wheat is the distinction between an estimate (p vaue

calculated form obs’ d data to approx. a parameter) and an estimator (GS
abstraction the the properties of the ransom process and the sample that produced the
esimae) ? Why is this distinction necessary? (effects of
sampling variation in PY)

Statistics Online Compute Resour ces

®http://www.stat.ucla.edu/~dinov/courses_students.
dir/Applets.dir/OnlineResources.html

®|nteractive Normal Curve

®Online Calculators for Binomial, Normal, Chi-
Square, Fand T distributions

®Galton's Board or Quincunx

Parameter s and estimates

® A parameter isanumerical characteristic of a
population or distribution

® An estimate is a quantity calculated from the data to
approximate an unknown parameter

® Notation
B Capital lettersrefer to random variables
M Small letters refer to observed values

The sample mean has a sampling distribution

Sampling batches of Scottish soldiers and taking chest

measurements. Poiulation i =39.8in,and 0 = 2.05in.
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Mean and SD of the sampling distribution

E(sample mean) = Population mean

Population SD

/Samplesize

SD(sample mean) =

E(X)=E(X)=p, SD(X)="" "=

Review

@ How is the population standard deviation of X related
to the population standard deviation of individual
observations? (sb( X )= (Population SD)/sqrt(sample_size) )

® What happens to the sampling distribution of X if
the sample sizeisincreased? (variability decresses)

@ What does it mean when X issaid to be an “unbiased
estimate” of (1 ? (e(X) = . AreY"=%:Sum, or " = % Sum unbiased?)

® |f you sample from aNormal distribution, what can

you say about the distribution of X ? (AlsoNormal )

Histograms from 100,000 samples, n=6, 24, 100
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Random nature of the means

Increase of sample-size
decreases the variability

T T T T T
37 38 39 40 41 42
Sample mean of chest measurements (in.)

Review

® Weuseboth X and X to refer to asample mean. For
what purposes do we use the former and for what
purposes do we use the latter?

® What is meant by “the sampling distribution of X2

(sampling variation — the observed variability in the process of taking random samples;

sampling distribution — the real probability distribution of the random sampling process)
@ How is the population mean of the sample average X
related to the population mean of individual
observations? (g(X) = Popuiation mean)

Review

® Increasing the precision of X asan estimator of uis
equivalent to doing what to SD(X )? (decreasing)

® For the sample mean calculated from arandom
sample, SD( X ) =ln . Thisimplies that the
variability from sample to samplein the sample-
means s given by the variability of theindividual
observations divided by the square root of the
sampl e-size. in away, averaging decreases variability.




Central Limit Effect —

Histograms of sample means
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v =12(x-1f, xa[oy

Central Limit Effect —
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Central Limit Theorem —heuristic formulation

Central Limit Theorem:
When sampling from almost any distribution,

X is approximately Normally distributed in large samples.
CLT Applet Demo

Review

® What does the central limit theorem say? Why isit
useful ? (f the sample sizes are large, the mezn in Normally distributed, asaRV)

® |n what way might you expect the central limit effect
to differ between samples from a symmetric
distribution and samples from a very skewed
distribution? (Larger samples for non-symmetric distributions to see CLT effects)

® What other important factor, apart from skewness,
slows down the action of the central limit effect?

(Heavyness in the tails of the original distribution.)

Central Limit Effect -- Histograms of sample means
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Central Limit Theorem —
theoretical formulation

Let {X X ... X ,..f beasequence of independent

observations from one specific random process. Let

and E(X) =4 and SD(X) =0 andboth are

finite (O<o <w; |ulkw). If x =1 E X, sample-avg,
n nEzq k

ThenX has a distribution which approaches

N(Y, 0%/n),as n - .

Review

® When you have data from a moderate to small sample
and want to use a normal approximation to the
distribution of X in acalculation, what would you
want to do before having any faith in the results? @oor
more for the sample-size, depending on the skewness of the distribution of X. Plot
the data - non-symmetry and heavyness in thetails slows down the CLT effects).
©® Take-home message: CLT isan application of
statistics of paramount importance. Often, we are not
sure of the distribution of an observable process.
However, the CLT gives us atheoretical description
of the distribution of the sample means as the sample-
sizeincreases (N, o).




Thestandard error of the mean —remember ...

® For the sample mean calculated from arandom
sample, SD( X ) =Z . Thisimpliesthat the
variability from mpleto samplein the sample-
means is given by the variability of theindividual
observations divided by the square root of the
sampl e-size. in away, averaging decreases variability.

® Recall that for known SD(X)=0, we can express the
SD( X) = % . How about if SD(X) is unknown?!?

Cavendish’s 1798 data on mean density of the
Earth, g/cm3 relative to that of H,O

550 561 48 507 526 555 536 529 558 565

557 553 562 529 544 534 579 510 527 539

542 547 563 534 546 530 575 568 585
Source: Cavendish [1798]

Total of 29 measurements obtained by
measuring Earth’s attraction to masses

¢} 00 @& 600 0O OCO® @O O O O O

fT wo-standard-error interval
for true value

5.0 5.2 54 5.6 58
Measured density (g/cm )3

Cavendish’s 1798 data on mean density of the
Earth, g/cm3 relative to that of H,O

550 561 48 507 526 555 536 529 558 565

557 553 562 529 544 534 579 510 527 539

542 547 563 534 546 530 575 568 585
Source: Cavendish [1798].

Safely can as@umethetrue mean density of the
Earth iswithin 2 SE’s of the sample mean!

X 2% SE(X) =5.447931+ 2% 0,04102858g / cm°

The standard error of the mean

Thestandard error of the sample mean isan
estimate of the D of the sample mean

@ i.e. ameasure of the precision of the sample
mean as an estimate of the population mean

_ Samplestandard deviation
®givenby SE(X
9 y SE() = JSamplesize
SE(X)_ “x ® Note similarity with
Jnje sp(X)= 2

Cavendish’s 1798 data on mean density of the
Earth, g/cm3 relative to that of H,O
550 561 48 507 526 555 536 529 558 565

557 553 562 529 544 534 579 510 527 539
542 547 563 534 546 530 575 568 585

Source: Cavendish [1798].

Samplemean x=5.447931 g/cm’
and sample SD = S, =02200457 gl/em®

Then thestandard error for thesedatais:

_ 0.2209457
S (X)=-—X="""""=0.04102858
(x)= «/ﬁ ~29

m

Review

® \Why isthe standard deviation of X, SD(X) , nota
useful measure of the precision of X as an estimator
in pra::tl cal Bppl ications?sp(x) = 2 and o is unknown most time!)

® What measure of precision do we usein practice? (s
® How is SE( X) related to SD(X )?

® When we usetheformuIaSE(X) sAn , what iss,
and how do you




® What can we say about the true value of 1 and the
interval X £ 2 SE(X) ? (95%sure)

® [ncreasing the precision of X as an estimate of i is
equivalent to doing what t0 S&(X )? (decressing)

Approximate Normality in large samples

For large samples, the distribution of Pis approximately Normal with|

mean = p and standard deviation = ‘f@

Approximate Normality in large samples

The sample proportion Y/n can be approximated by
normal distribution, by CLT, and this explains the tight
fit between the observed histogram and a N(pn, yap@-p)

Sampling dlstibution of the sample
proportion

The sample proportion p estimates the population
proportion p.

Suppose, we poll college athletes to see what percentage
are using performance inducing drugs. If 25% admit to
using such drugs (in asingle poll) can we trust the
results? What is the variability of this proportion
measure (over multiple surveys)? Could Football, Water
Polo, Skiing and Chess players have the same drug
usage rates?

Approximate Normality in large samples

What isthe variability of this proportion measure
over multiple surveys?

Standard error of the sample proportion

Standard error of the sample proportion:




Review

We use both p and Pto describe a sample proportion.
For what purposes do we use the former and for what
purposes do we use the latter? esevedvaiuesvs rv)

©® What two models were discusaeq in connection with
investigating the distribution of 0? What

assumptions are made by each model ? (vumber o units having
aproperty from alarge population Y~ Bin(n,p), when sample <10% of popul.;
Y/n~Normal(m,s), sinceit'sthe avg. of all Head(1) and Tail(0) observations, when n-large).

® What is the standard deviation of a sample proportion
obtained from a binomia experiment?

DY /In= @

Review

® Inthe TV show Annual People's Choice Awards, awardsare
| givenin many categories (including favorite TV comedy show, and favorite TV
drama) and are chosen using a Gallup poll of 5,000 Americans (us
population approx. 260 million).

® At thetime the 1988 Awards were screened in NZ, an NZ
Listener journalist did “abit of asurvey” and came up with alist
of awards for NZ (population 3.2 million).

® Her list differed somewhat from the U.S. list. She said, “it may be
worth noting that in both cases approximately 0.002 percent of
each country's populations were surveyed.” The reporter inferred
that because of thisfact, her survey was just asreliable as the

Gallup poll. Do you agree? Justify your anSWer. oy 62 peopie siveyed, b tha's

okay. Possible bad design (not a random sample)?)

Review

® A 1997 questionnaire investigating the opinions of
computer hackers was available on theinternet for 2
months and attracted 101 responses, e.g. 82% said
that stricter criminal laws would have no effect on
their activities. Why would you have no faith that a 2
std-error interval would cover the true proportion?

(sampling errors present (self-selection), which are alot larger than non-
sampling statistical random errors).

Review

® Why isthe standard deviation of Pnot useful in
practiceasami f the precision of the estimate?
(

p)= PA=D) in terms of p—unknown!

@ How did we obtain & useful measure of precision, and
what isit called? sep))

® What can we say about the true value of p and the
interval p + 2 SE(p)? (saebet)

® Under what conditions is the formula
SE( ﬁ ) = \/W a)pl | Cd)l e’) (Large samples)

Review

® Are public opinion pollsinvolving face-to-face
interviews typically simple random samples? (ot often

there are elements of quota sampling in public opinion polls. Also, most of the
time, samples are taken at random from clusters, e.g., townships, counties, which
doesn’t always mean random sampling. Recall, however, that the size of the sample
doesn't really matter, aslong asit's random, since sample size |ess than 10% of
population implies Normal approximation to Binomial is valid.)

® What approximate measure of error is commonly
quoted with poll results in the media? What poll
percentages does this level of error apply to?

( P 2*SE(P), 95%, from the Normal approximation)

Bias and Precision

® Thebiasin an estimator is the distance between
between the center of the sampling distribution of the
estimator and the true value of the parameter being
estimated. In math terms, bias= E(@) -4 , where
theta © isthe estimator, asaRV, of thetrue
(unknown) parameter 6 .

® Example, Why is the sample mean an unbiased
estimate for the popul ation mean? How about %z of
? R n
the sample mean’ E(@)_FE[%} $ x )-,,:
. 1N N=1 K
E(O)-,u-E(Ekglka-,u-O 3 u

—pu-pu=C#0, ingenera.
411 H 2 Ing




Bias and Precision

® The precision of an estimator is a measure of how

080
00000 ® 0 00000 e
value of paTrameter value of paI'ameter

(@ Nobias, high precision (b) Nobias, low precision

value of pziramaer value of paTramaer

(c) Biased, high precision (d) Biased, low precision

Review

® What is meant by the terms parameter and estimate.

® |san estimator aRV?

® Wheat is statistical inference? (process of making conclusions or
making useful statements about unknown distribution parameters based on
observed data.)

® What are bias and precision?

® What is meant when an estimate of an unknown
parameter is described as unbiased?

.-H believe police useracial profiling

“Whlé‘ “Black or Hispanic”
estimate estimate

| |

2o —Truth —o
L
!
Estimated difference_

=0.52 - 0.29,
| but what is the true difference ??|
|

2o—Truth — 2,

02 03 04 05 06 07
.29 .52

Standard error of an estimate

The standard error of any estimate @ [denoted se(8)]

 estimates the variability of 6 vauesin repeated
sampling and
* isamessure of the precision of & .

Review

® What is the standard error of an estimate, and what
dowe useit for? (messureof precision)

® Given that an estimator of a parameter is
approximately normally distributed, where can we
expect the true value of the parameter to lie? (within 2se
away)

@ |f each of 1000 researchers independently conducted

a study to estimate a parameter 6, how many

researchers would you expect to catch the true value

of @ intheir 2-standard-error interval ? (10+95=050)

Standard error of adifference

Standard error for a difference between independent
estimates:

N 2 2
SE(Es -ESt ) \/SE(Estl) +SE(ESL )

56 \= |SEd12 + 558 12
or SE@,-6,)=[SE@)" +SE@)

N,=139, p,"=0.52, N,=378, p,"=0.29,

. [052x048 029x0.71
SE(pl_pz):\/ 139 a3

=0.04838




Standard error of adifference of proportions

Standard error for a difference between independent
estimates:

SE(p - b, =0.04838

)= \/0.52x 048, 0.29x0.71
139 378

So the estimated difference give/take 2SE'sis:

P, — P, £2x%0.04838=[0.13;0.33]

Density curvesfor Student’st

Figure7.6.1  Student(df) density curves for various df.

From Chance Encounters by C.J. Wild and GA.F- Seber, © Johin Wiley & Sors, 2000,

t 0 t
-t 4 (0.05) tyr (0.05)
Figure 7.6.3 The central 90% of the Student(df) distribution.

WG G A . e, & m Viley & S, 20,

Student’st-distribution

@ For random samples from a Normal distribution,

T=X"H)
E(X)

is exactly distributed as Student(df = n - 1) «—APRrx/

B but methods we shall base upon this distribution for T work
well even for small samples sampled from distributions
which are guite non-Normal.

W df is number of observations—1, degrees of freedom.

Notation

® By t(prob), we ean he number t such that when
T ~ Student(df), P(T 2t4) = prob; that is, the tail area

abovet (that isto theright of t on the graph) isprob.

Normal(0,1) density Student(df) density

prob prob

t 0 1
Z(prob) t o (prob)
Figure 7.6.2 The z(prob) and t(prob) notations.

From Chance Encountersby C.J. Wild and G.A.F. Sber, © Jonn Wiley & Sors, 2000,

Student(d) density

.10
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Review

@ Qualitatively, how does the Student (df) distribution
differ from the standard Normal (0,1) distribution?
What effect does increasing the value of df have on
the shape of the distribution? (gisreplacedby se)

® \What is the relationship between the Student (df= « )
distribution and the Normal (0,1) distribution?

(Approximates N(0,1) as n~>increases)

Review

® For asmall Normal sample, if you want aninterval to
contain the true value of 1 for 95 % of samples
taken, should you take more or fewer than two-
standard errors on either side of X ? (mor

® Under what circumstances does mathematical theory
show that the distribution of T=( X- 1 )/SE(X) is
exactly Student (df=n-1)? normal samples)

® \Why would methods derived from the theory be of
little practical useif they stopped working whenever

the data was not normally distributed? gnpractice, we re never
sure of Normality of our sampling distribution).

Sampling Distributions

@ For random quantities, we use a capital letter for the
random variable, and a small letter for an observed
value, for example, X andx, X and X, Pand p,

Oand g .

® |n estimation, the random variables (capital letters)
are used when we want to think about the effects of
sampling variation, that is, about how the random
process of taking a sample and calculating an
estimate behaves.

Review

® Why is T, the number of standard errors separating X
and u , amore variable quantity than Z, the number
of standard deviations separating X and i ? (sincean
additional source of variability isintroduced in T, SE, not availablein Z. E.g., P(-
2<=T<=2)=0.9144 < 0.954=P(-2<=Z<2), hencetails of T are wider. To get 95%
confidence for T we need to go out to +/-2.365).

® For large samples the true value of uliesinside the
interval X + 2 se(x) for alittle more than 95% of all
samples taken. For small samples from anormal
distribution, is the proportion of samplesfor which
the true value of u lies within the 2-standard-error

interval smaller or bigger than 95%7? Why2smaier - wider ity

Chapter 7 Summary

Sampling distribution of

Sample mean, X :

For arandom sample of size n from a distribution for which

E(X) =y andsd(X) = g, thesamplemean X has:
- o _SD(X) o
BE(X)=E(X)=u, SD(X)=—F——"=—
(X)=E(X)=u (X) N
| If we are sampling from aNormal distribution, then
X ~Norma.  (exactly)

B Central Limit Theorem: For amost any distribution, A
X isapproximately Normally distributed in large samples.

10



Sampling distribution of the
sample proportion

® Sample proportion, P: For arandom sampleof sizen
from a population in which a proportion p have a
characteristic of interest, we have the following results about
the sample proportion with that characteristic:

" 4 =E(F)=p o, =sd(P)= —p(lr;p)

] |5 is approximately Normally distributed for large n

(e.g., np(1-p) = 10, though a more accurate rule is given in the next
chapter)

Precision

® The precision of an estimate refers to its variability in
repeated sampling

® One edtimate is less precise than another if it has
more variability.

Standard errorscont.

® Proportions
B The sample proportion P isan unbiased estimate of the
population proportion p
o _ [PA-p)
m sg(p)= E—

® Standard error of adifference: For independent
estimates,

8(6, - 6,) ={5%(8)* + s(8,)’

population or distribution

® An estimate is aknown quantity calculated from the
data to approximate an unknown parameter

W For general discussions about parameters and estimates, we
talk intermsof @ being an estimate of a parameter 6

B The bias in an estimator is the difference between E(©)
and 6

B § isanunbiasedestimateof 0 if E@©)=6.

Standard error

® Thestandard error, SE( 8), for an estimate g is:
M an estimate of the std dev. of trle sampling distribution
W ameasure of the precision of @ asan estimate of 8

® For amean

B The samplemean X isan unbiased estimate of the
population mean i

| SE(X)

TABLE7.7.1 Some Par ameters and Their Estimates

Population(s) or

Distributions(s) Sampledaa

M essure of
Parameters Estimates precision

Mean m X se (X)
Proportion p p se (f)
Difference in means Hip2 X=X, se (X, —X,)
Differencein proportions PP f’1 _ﬁz se (p,—P,)
Generd case 6 é se(fS)




Student’st-distribution ....

® [sbell shaped and centered at zero like the
Normal(0,1), but

® More variable (larger spread and fatter tails).

® Asdf becomes larger, the Student(df) distribution
becomes more and more like the Normal (0,1)
distribution.

® Student (df =o0) and Normal(0,1) are two ways of
describing the same distribution.

CLT Example—ClI shrinks by half by
qguadrupling the sample size!
® |f | ask 30 of you the question “Is 5 credit hour areasonable

load for Stat137", and say, 15 (50%) said no. Should we
change the format of the class?

® Not really —the 2SE interval isabout [0.32 ; 0.68]. So, we
have little concrete evidence of the proportion of students who
think we need a change in Stat 13 format,
A ~ p(1-p
pr2xsE@) =05+2x PEP _ 054018

n
® |f | ask all 300 Stat 13 students and 150 say no (still 50%),
then 2SE interval around 50% is: [0.44 ; 0.56].

® So, large sampleis much more useful and thisisdueto
CLT effects, without which, we have no clue how useful
our estimate actually is...

Student’ s t-distribution cont.

® For random samples from aNormal distribution,
T =(X - u)/ E(X)
is exactly distributed as Student(df = n - 1), but
methods we shall base upon this distribution for T

work well even for small samples sampled from
distributions which are quite non-Normal.

® By t(prob), we mean the number t such that when
T ~ Student(df), pr(T = t) = prob; that is, the tail area
abovet (that isto theright of t on the graph) isprob.
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