@ [ntuitive criterion: Estimateis credibleif it's
not far away from its hypothesized true-val ue!

@ But how far is far-away?

©® Compute the distance in standard-terms:
T= Estimator — TrueParameterValue

SE
® Reason is that the distribution of T isknownin
some cases (Student’st, or N(0,1)). The
estimator (obs-value) istyﬁicallamypicd ifitis
close to the center/tail of the distribution.

©® What do ty-values tell us? (our estimate s typical/atypical,
consistent or inconsistent with our hypothesis.)

® What is the essential difference between the
information provided by a confidenceinterval (Cl)
and by a significance test (ST)? (Both are uncertainty
quantifiers. CI’s use afixed level of confidence to determine possible
range of values. ST's one possible value is fixed and level of confidenceis
determined.)

® These are different methods for coping with the
uncertainty about the true value of a parameter
caused by the sampling variation in estimates.

® Confidenceinterval: A fixed level of confidenceis
chosen. We determine a range of possible values for the
parameter that are consistent with the data (at the chosen
confidence level).

® Significance test: Only one possible value for the
parameter, called the hypothesized value, is tested. We
determine the strength of the evidence (confidence) provided
by the data against the proposition that the hypothesized value
isthe truevalue.

Guiding principles

We cannot rulein ahypothesized value for a parameter, we
can only determine whether thereis evidenceto rule out a
hypothesized value.

The null hypothesis tested is typically a skeptical reaction
to aresearch hypothesis




® Why can't we (rule-in) prove that a hypothesized value of a
parameter is exactly true? (Because when constructing estimates
based on data, there's always sampling and may be non-sampling errors,
which are normal, and will effect the resulting estimate. Even if we do
60,000 ESP tests, as we saw earlier, repeatedly we are likely to get
estimates like 0.2 and 0.200001, and 0.199999, etc. — non of which may be
exactly the theoretically correct, 0.2.)

Why use the rule-out principle? (Since, we can't use the rule-in
method, we try to find compelling evidence against the observed/data-
constructed estimate — to reject it.)

Why is the null hypothesis & significance testing typically

used? (H,; skeptical reaction to aresearch hypothesis; ST is used to check
if differences or effects seen in the data can be explained simply in terms
of sampling variation!)

Using é totest Hy: @ = @o versus someadternativeH ;.
STEP1 Calculate thetes gatidtic,

_0-6, _ estimate- hypothesized value
0~ se(@) - standard error

[This tells us how many standard errors the estimate is above the hypothesized
value (t, positive) or below the hypothesized value (t, negative)]

STEP2 Cdculate the P-vaue using the following table.
STEP3 Interpret the P-vauein the context of the data

Alternative Evidence against
Hypothesis Hd 0= 90 provided by Testing H: 6 = 6)
A Alternative Evidence against
H: 0> @ 0 too much bigger than 6 R Hypothesis H: 6= 6 provided by
1 0 0 0 -6, 0 0
1=
A ° = 0 h smaller th
H: 6<
O-scale t-scale ; [ % 6 too much smaller than 90
(#of std errors)
P-value




Testing H,: 0 = 90

Alternative
Hypothesis

Evidence against
H . 0= 0 provided by

9 too far from @
(either direction)

b

Tty 0t
P-value = Shaded Area

“ltgl 0 Ity
(tyisnegative)

Interpreting the Size of aP-Value

Approximate size
of P-Value Translation
>012  (12%) No evidence against H,
0.10 (10%) Weak evidence against H,
005 (5%) Some evidence agginst Hy
001 (1%) Strong evidence against H,
0.001 (0.1%) Very Strong evidence against H

¢ The P-valueisthe probability that, if the hypothesis
was true, sampling variation would produce an
estimate that is further away from the hypothesized
value than our data-estimate.

* The P-value measures the strength of the evidence
against Hy,.

¢ The smaller the P-value, the stronger the evidence
against Hy,.
(The second and third points are true for significance tests
generally, and not just for t-tests.)

Thet-test

Alternative | Evidence against Ho: 8 > 8o
hypothesis provided by P-value

H.:0>6, & too much bigger thang,  |P = pr(Tx t)
(i.e, 8- 6 too large)
H16<8 | & toomuchsmalerthang, |P=pr(T< to)
(i.e,b- B too negative)
H10%6 é too far from gy

(i.e. 16 - 6o too large)

P =2pr(1 ftol)

where T ~ Sudent(df)

Figure 9.3.1: Testing Ho: 0= 90 (Pictorid version of Table9.1.1) Y
=
n 0 =i
Alternative Evidence against 0O-scale t-scale
Hypothesis Hd 0= 90 provided by (#of std errors)
A P-value}
H: 0> 60 6 too much bigger than 00
0 @ 0 tg
A —
HI 0< 00 6 too much smaller than 00
0 g (tgisnegative) 0 O
\}wz« /\ /\
5 Tty 0 tg
Hpo# 9 {oofar from % ° povalue = Shaded Area
(-sided) (eitl irection) %%
A “Itgl 0 Itg!
o o
) (t isnegative)

® What does the t-statistic tell us?
The T-statistics, t, = ul tellsus (in std. units) if
the observed valuerestimare 1s typical/consistent and
can be explained by the variation in the sampling
distribution.

® \When do we use a 2-tailed rather than a 1-tailed test?

We use two-sided/two-tailed test, unlessthereisa
prior (knowledge available before data was collected)
or astrong reason to believe that the result should go
in one particular direction (< u ).



® What were the 3 types of alternative hypothesis
involving the parameter @ and the hypothesized
value 8,? Write them down!

® L et’s go through and construct our own t-Test Table.

B For each alternative, think through what would constitute
evidence against the hypothesis and in favor of the

- P-value

e o T o 0 to
H Then write"?'jvév\l/n ghe oorrespoondl ng P-valuesin termsof t,
and represent these P-values on hand-drawn curves
P=Pr(T>=ty), P=Pr(T<=t,), P=2Pr(T>=[t,|) .]

First and Second Births by Sex
Second Child
Male Female Total
Child Mae 3,202 2,776 5,978
Femde 2,620 2,792 5,412
Tota 5,822 5,568

® Research hypothesis needs to be formulated first
before collecting/looking/interpreting the data that
will be used to address it. Mothers whose 1 child is
agirl are more likely to have a girl, as a second child,
compared to mothers with boys as 1% children.

® Data: 20 yrs of birth records of 1 Hospita in Auckland, NZ.

TABLE9.4.1 Decision Making
Actud situation

Decision made Hyistrue Hyisfdse
Accept Hy astrue OK Typell eror
Typel error OK

Reect Hy as fase

® Sample sizes: n,;=5412, n,=5978, Sample proportions
(estimates) P, =2792/5412= 05159, p,, = 2776/5978 = 0.4644,

® Hy: py- p,=0 (skeptical reaction). H,: p;- p,>0
(research hypothesis)

® What does the P-val ue measure? (it H, was true, sampling
variation alone would produce an estimate farther then the hypothesized value.)

® What do very small P-valuestell us? What do large
P-values tell us? (sirength of evidence against H, .)

® Do large values of t, correspond to large or small
P-values? Why?

® What is the relationship between the Student (df)
distribution and Normal (0,1) distribution? (centica g5 ),

Second Child
Group Number of births Number of girls
1 (Previous child was grl) 5412 2792 (approx. 51.6%)
2 (Previous child was boy) 5978 2776 (approx. 46.4%)

® L et p,=true proportion of girlsin motherswith girl as
first child, p,=true proportion of girlsin mothers with
boy asfirst child. Parameter of interest is p;- p..

® H: p;- p,=0 (skeptical reaction). H,: p;- p,>0
(research hypothesis)

® Samples are large enough to use Normal-approx.
Since the two proportions come from totally diff.
mothers they are independent > useformula8.5.5.a

- Estimate - HypothesizedV alue
0 SE
- _0 -
r)1 r)2 = p1 r)2 =
PP pa-p) p_(1-p)
SE -
(pl pz) 1 1,2 2
n n
1 2
P—vaJue:Pr(I’zto)=1.QX10_8

t =5.49986 =




® Samples are large enough to use Normal-approx.
Since the two proportions come from totally diff.
mothers they are independent - use formula

Second Child

Male Female

First Child Male 3,202 2,776
Femde 2,620 2,792 5,412

Tota 5,822 5,568 11,390

tr = Estimate- HypothesizedVaue
0 £
P-value=Pr(T 2 tg) =1.9x10™ 8

=5.49986 =

@ |f 120 researchers each independently investigated a
it true/ hypothesis, how many researchers would you
expect to obtain aresult that was significant at the
5% level (just by chance)? (Typel, false-positive; 120+5%=6)

® What was the other type of error described? What

was it caled? When is the idea useful ? (Type 1, false-
negative)

® Power of statistical test = 1-3, where

B :P(I'ype 1] GTOF) = P(Accepting Ho as true, when itstruly false)

@ Statistical significance relates to the strength of the
evidence of existence of an effect.

® The practical significance of an effect depends on its
size—how largeisthe effect.

® A small P-value provides evidence that the effect
exists but says nothing at all about the size of the
effect.

® To estimate the size of an effect (its practical
significance), compute a confidence interval.

® We have strong evidence to reject the Hy, and hence
conclude mothers with first child agirl amorelikely
to have agirl asasecond child.

©® How much more likely? A 95% ClI:

Cl (p;- p,) =[0.033; 0.070]. And computed by:
estimatet zxSE=p —p +1.96xSE|p -p_|=
-, xsexs(p -0,

0.0515+1.96x0.0093677 =[3%;7%]

A two-sided test of Hy: 8= 6, issignificant at the 5%
level if and only if &, lies outside a 95% confidence
interval for 6.

A two-sided test of Hy: 8= 6, givesaresult that is
significant at the 5% level if the P-value=2Pr(T >=lt,|) <
0.05. Where t, =(estimate-Hypoth’ dvValue)/SE(8 ) 2
to=(6 —6,)/SE(6 ). Lett beathreshold chosen so that
Pr(T>=t) = 0.025. Now |[t,| tells us now many SE's &'
and Gare apart (without direction in their diff.) If |t,|> t,
then 6,ismorethant SE’s away from &' and hencelies
outside the 95% ClI for 6.

A non-significant test does not imply that the
null hypothesisistrue (or that we accept H).

It simply means we do not have (this data does
not provide) the evidence to reject the skeptical
reaction, H, .

To prevent people from misinterpreting your
report: Never quote a P-value about the existence
of an effect without also providing a confidence
interval estimating the size of the effect.




A test statistic is ameasure of discrepancy between
what we see in data and what we would expect to see
if Hy wastrue.

The P-value is the probability, calculated assuming that
the null hypothesisistrue, that sampling variation alone
would produce data which is more discrepant than our
data set.




