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Flying helmet sizes for NZ Air Force

Measure the head-size of all air force recruits. Using
cheaper cardboard or more expensive metal calipers. Are
there systematic differences in the two measuring
methods? Again, paired comparisons.

TABLE 10.1.: Air Force Head Sizes
Recru Cardboard Metal Difference sign
(mm) (mm) (Card-meta: differend

1 146 145 1 +
2 151 153 -2 -
3 163 161 2 +
4 152 151 1 +
5 151 145 6 +
6 151 150 1 +

Head sizes: Does type of caliper make a difference?
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Figure 10.1.8 Dot plot of differences in size (with 95% ClI).
Paired T-Test and Confidence Interval
lpaired T for cardboard - metal

N Mean StDev SE Mean
cardboard 18 154.56 5.82 1.37
metal 18 152.94 5.54 1.30
Difference 18 1.611 2.1l46 0.506
95% CI for mean difference: (0.544, 2.678
T-Test of mean difference=0 (vs not=0) T-Value=3.19

P-value=0.005 )

Figure 10.1.9  Minitab paired-t output for the size data.

From Chance Encounters by C.J_Wild and G.A F. Seber, © John Wiley & Sons, 2000.
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Chapter 10: Data on a Continuous Variable

®One-sample issues
®Two independent samples
®More than 2 samples

®Blocking, stratification and related
samples

Helmet sizes for NZ Air Force — complete table

TABLE 10.1.: Alr Force Head Sizes
Recru Cardboard Metal Difference sign of
(mm) (mm) (Card-meta. di
1 146 145 1 +
2 151 153 -2 -
3 163 161 2 +
4 152 151 1 +
5 151 145 6 +
6 151 150 1 +
7 149 150 -1 -
8 166 163 3 +
9 149 147 2 +
10 155 154 1 +
11 155 150 5 +
12 156 156 0 o
13 162 161 1 +
14 150 152 -2 -
15 156 154 2 +
16 158 154 4 +
17 149 147 2 +
18 163 160 3 +

Comparing two means for independent samples

Suppose we have 2 samples/means/distributions as
follows: {Xl, N(u ,01)} and {XZ,N(ﬂ ,02)}. We’ve
seen before that %o make inference azbout M mH, we
can use a T-test for Hy: 4 —#, =0 with | _ (x:=x;)-0

ANd Cl ~4) = K- % £ txSE (= X.) BEEe=12)

If the 2 samples are independent we use the SE formula

2 2

SE=_[s“/n +s5%/n i = Mi _1n —

(BRI with df Mln(n1 1,n2 i)

This gives a conservative approach for hand calculation of an
approximation to the what is known as the Welch procedure,
which has a complicated exact formula.




Means for independent samples —
equal or unequal variances?

Pooled T-test is used for samples with assumed equal
variances. Under data Normal assumptions and equal
variances of (x.—x.—0)/ SE(x.— x.), where

2
SE=s, [1/n +1/n ;s =
1 2 p

is exactly Student’s t distributed with df = (”1+ i, -2

2 2
n —-1s“+(n_-1)s
(1 )1 (2 )2

n+n -2
1

Here s, is called the pooled estimate of the variance,
since it pools info from the 2 samples to form a

combined estimate of the single variance 6,’= 6,2 =c2.
The book recommends routine use of the Welch unequal variance method.

We know how to analyze 1 & 2 sample data.
How about if we have than 2 samples —
One-way ANOVA, F-test

One-way ANOVA refers to the situation of having one
factor (or categorical variable) which defines group
membership — e.g., comparing 4 reading methods, effects
of different reading methods on reading comprehension,
data: 50 — 13/14 y/o students tested.

Hypotheses for the one-way analysis-of-variance F-test

Null hypothesis: All of the underlying true means are identical.
Alternative: Differences exist between some of the true means.

TABLE 10.3.1 Increase in Reading Age

Both: 01 32 43 -05 19 33 25 36 04 23 -14 -07
01 02 04 09 12 14 18 18 24 31

Map Only: 10 -05 10 06 06 10 10 -14 22 36 31 26

Scan Only: 10 33 14 -09 10 00 06

Neither: -03 -13 16 -04 -07 06 -18 -20 -07

Map and scan

Map only o o 8 8 oo o o -
Scan only ® T‘so—' ®
Neither n.w—. o °

2 1 0 1 2 3 4 5

Increase in reading age

Figure 10.3.1 Increases in reading ages with individual 95% Cls.

From Chance Encounters by C.J. Wild and G A.F. Seber, © John Wiley & Sos, 2000

Comparing two means for independent samples

. How sensitive is the two-sample t-test to non-Normality
in the data? (The 2-sample T-tests and CI’s are even
more robust than the 1-sample tests, against non-
Normality, particularly when the shapes of the 2
distributions are similar and n,=n,=n, even for small n,
remember df= n,+n,-2.

3. Are there nonparametric alternatives to the two-sample

t-test? (Wilcoxon rank-sum-test, Mann-Witney test, equivalent tests, same P-
values.)

4. What difference is there between the guantities tested
and estimated by the two-sample t-procedures and the
nonparametric equivalent? (Non-parametric tests are based on
ordering, not size, of the data and hence use median, not mean, for
the average. The equality of 2 means is tested and CI(, - 11, ).

Comparing 4 reading methods

Comparing 4 reading methods, effects of different reading
methods on reading comprehension, data: 50 — 13/14 y/o
students tested.

-Mapping: using diagrams to relate main points in text;
-Scanning: reading the intro and skimming for an
overview before reading details;

-Mapping and Scanning;

-Neither.

Table below shows increases in test scores, of 4 groups of
students taking similar exams twice, w/ & w/o using a
reading technique.

Research question: Are the results better for students
using mapping, scanning or both?

——

Mapandscan o 00 om8 ooe B @ ao o
——

Map only o o 88 60 o o

—_—
Scan only ° ° o8 o °
Neither 0o o 8 ° °
-2 -1 0 1 2 3 4

Increase in reading age

One-way Analysis of Variance

Analysis of Variance for Increase | F-statistic E»value
F P

Source DF ss MS

Grp 3 27.06 9.02 4.45 0.008 > Anova Table
Error 46 93.35 2.903

Total 49 120.41 |

Individual 95% CIs For Mean
Based on Pooled StDev

Level N Mean
MapScan 22 1.459
MapOnly 12 1.233
ScanOnly 7 0.914
Neither 9 -0.556

Pooled StDev =

Figure 10.3.2 Minitab analysis of variance output for reading ages

From Ghance Encounters by C.9 VWId a7 G A.F_Seber, © ot Wiy & Sors. 2000




Computer output

One-way Analysis of Variance
Analysis of Variance for Increase F-statistic )D'Vame

Source DF Ss MSs F P

Grp 3 27.06 9.02 4.45 0.008 Anova Table
Error 46 93.35 2.03 H

Total 49 120.41

Individual 95% CIs For Mean
Based on Pooled StDev
Level N Mean StDev -===== T T
MapScan 22 1.459 1.544
MapOnly 12 1.233 1

ScanOnly 7 0.914 1.302
Neither 9 -0.556 1

Pooled StDev = 1.425

Figure 10.3.2 Minitab analysis of variance output for reading ages

From Chance Encounters by C.0. Wild and G A F. Seber, © John Wiley & Sors, 2000.

Form of a typical ANOVA table

TABLE10.3.2 Typical Analysis-of-Variance Table for One-Way ANOVA

Sum of Mean sum
Source squares df of Squares®  F -statistic P-value
- 2 \2 2 22
Between 20 —%.) k-1 S fo=s3/sw pr(F= fo)
2 2
Within 2n-s Ny -k Sw

Total zz(xii X ')2 N -1

"M ean sum of squares = (sum of squares)/df

® The F-test statistic, f,, applies when we have
independent samples each from k Normal
populations, N(u;, 6), note same variance is assumed.

Interpreting the P-value from the F-test

(The null hypothesis is that all underlying true means are identical.)

® A large P-value indicates that the differences seen
between the sample means could be explained simply
in terms of sampling variation.

® A small P-value indicates evidence that real
differences exist between at least some of the true
means, but gives no indication of where the
differences are or how big they are.

® To find out how big any differences are we need
confidence intervals.

Where did the F-statistics came from?

® Let’s look at this example comparing groups. How do
we obtain intuitive evidence against H,? Far separated
sample means + differences of sample means are large
compared to their internal (within) variability! Which of
the following examples indicate group diff’s are “large”?

o ooo o| o o o Gp 1

Examplel o o o o | @ o ) Gp 2
@ oo | o o o o Gp 3

om¢oo O Gp 1

Example 2 oomjo Gp 2
© gm o Gp 3

a Gp 1

Example 3 @cp Gp 2

More about the F-test

® 52, is a measure of variability
of sample means, how far apart 2=
they are. B~ k-1
® 52, reflects the avg. internal T _1)5i2
Variability within the samples. S\%/ e

Mot K

® The F-test statistic, f,, tests H, by comparing the
variability of the sample means (numerator) with the
variability within the samples (denominator).

O n; (Xi. - X--)2

® Evidence against H, is provided by values of f,
which would be unusually large if H, was true.

What are x;, X.., X j, etc.?

One-Way Anova (Sources of Variability)

T

between treatments vari ability J-index

g

Fie sponse

FIQELE L S{UA UNEAT] UT

T atments I_Index .




What are x;, X.., X j, etc.?
Need Online reference

R0 Fan =00 S} Clty 2

Conunoe @uallty Frige
590 204 arg

Applejuice sales (T aTn fr

. TeE Tra 442
(units per week) E— F1e Ty o
a8z are anz

Tie am4 602

T azrn a6 8

Ho: 0= 1= 115 L I—LT
628 816 612

H,: at least 2 i T T
means differ ove e e
426 672 681

Xij l<=i<=n;; 1<j<=3 el e ke

What are x;, X.., X j, etc.?
Sum of squares for the Error

k(B
Sum of Squares for Error: S8E = z Z (Xij — ij)zj

=1Vim1

SSE = 19(10,774.44) + 19(7,238.61) + 19(8,669.47)
= 506,967.88

What are x;, X.., X , etc.?
One-Way Design ANOVA Table

Degrees Sum of Mean F
Source of Freedom Squares Squares Statistic
Treatments k-1 55T MST MST/MSE
Error n-k S5E MSE
> n(x —X..)2
Total n-1 55(Total) 2 . "
B k-1
(0 ~1)s.2
Tote: MST=88T/{k-1) _ szv . 1 1
MSE=SSE/(n-k) Mot ~K

What are x;, X.., X j, etc.?
Sum of Squares for treatments (cities)

k

SST = > n (X, - %)’

i=1
S8T=20{577.55- 613.07)2

+20(653.00 - 613.07)

+ 20(608.65 - 613.07)?

=57512213

What are x;, X.., X j, etc.?
F-test

po MST _ SST/k-1)
MSE SSE/(n-k)
_57,512.23/3-1)
© 506,967.8%(60-3)
=3.23

Test Statistic:

Rejection Region: F=F ;. 1 ,17F g 25=3.15
Conclusion: Reject Hy

F-test assumptions

. Samples are independent, physically independent
subjects, units, objects are being studies.

2. Sample Normal distributions, especially sensitive
for small n;, number of observations, N(L;, G).

3. Standard deviations should be equal within all
samples, 6,= 6,= G5=... G = OC. (112 <= 6 /0;<=2)

How to check/validate these assumptions for your data?
For the reading-score improvement data:
independence is clear since different groups of students are used.
Dot-plots of group data show no evidence of non-Normality.

Sample SD’s are very similar, hence we assume population SD’s are
similar.




Diagnostic plots for the reading-scores

improvement data

(a) Original data (b) Residual plot
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Review

1. What is an one-way analysis of variance? (compare means

of several groups of independent samples.)

2. When do we use the one-way ANOVA F-test? g, on

samples).
3. What null hypothesis does it test? What is the
alternative hypOtheSiS? (all underlying true means are identical; at least 2 are different.)

4. Qualitatively, how does the F-test obtain evidence
against HO? (separation between sample means/intra-sample variability).

5. Qualitatively, what type of information is captured
by the numerator of the F-statistic? What about the
denominator? (variability-of-sample-means/variability-within-samples).

Review

10.What assumptions are made by the theory on which
the F-test is based upon? How important is each of
these aSSUmptiOﬂS in practice? (1.Sample independence - critical;

2.Normal data — robust, if sample-sizes are large; 3.Equal SD’s - not too bad if
Onarl Oin<=2.)

11.What new problem arises when we need to obtain
and inspect a large set of confidence intervals? i need o

simultaneously catch, with 95% confidence, their true values, which requires increase of
individual levels.)

12.Which is affected worst by departures from the

equal-standard-deviations assumption, the F-test or
the confidence intervals? Why7 [Cl, since Cl(least-variable

groups) = too wide & Cl(most-variable-groups)=too narrow.]

Diagnostic plots for the reading-scores
improvement data

(b) Residual plot ~ (c) Normal prob. plot
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Review

6. Qualitatively, what values of f, provide evidence
against HO? (unusually large f, if Hy is true.)

7. What does a large P-value from the F-test tell us
about differences between means? How about a small
P-ValUE? (diff’s between sample means can be explained by sampling variation.)

8. What does a small P-value tell us about which means
differ from one another? about how big the
differences between means are? (nothing about whichisize, only
indicates real diff’s exist, between at least some sample means.)

9. How do we obtain information about the sizes of

differences between means? (need confidence intervals.)

Chapter 10 Summary




Always plot your data

Always plot your data before using formal tools of
analysis (tests and confidence intervals).

® the quickest way to see what the data says

@ often reveals interesting features that were not
expected

® helps prevent inappropriate analyses and unfounded
conclusions

® Plots also have a central role in checking up on the
assumptions made by formal methods.

Assumptions cont.

® Many types of assumption are seldom, if ever,
obeyed exactly so that methods which are sensitive to
departures from such assumptions are of limited use
in practical data analysis.

® You must check whether the data contradicts the
assumptions to an extent where the tests and intervals
no longer behave properly.
B (Plots are a useful tool here.)

Nonparametric (distribution-free) methods

® less sensitive to outliers

® do not assume any particular distribution for the
original observations

® do assume random samples from the populations of
interest

® measure of center is the median rather than the mean

@ tend to be somewhat less effective at detecting
departures from a null hypothesis and tend to give
wider confidence intervals

All formal methods make assumptions

@ |f the assumptions are false, the results of the analysis
may be meaningless.

® A method is robust against a specific departure from
an assumption if it still behaves in the desired way
despite that assumption being violated.
Heg. itgives “95% confidence intervals” that still cover the
true value of @ for close to 95% of samples taken.

® A method is sensitive to departures from an
assumption if even a small departure from the
assumption causes it to stop behaving in the desired
way.

Outliers

@ If present, try and check back the original sources.

® Any observations which you know to be mistakes
should be corrected or removed.

@ If in doubt, do the analysis with and without the
outliers to see if you come to the “same” conclusions.

Normal Theory Techniques

One sample methods

® Two-sided t-tests and t-intervals for a single mean
are
M quite robust against non-Normality
M can be sensitive to presence of outliers in small to
moderate-sized samples

® One-sided tests are reasonably sensitive to skewness.

©® Normality can be checked
M graphically using Normal quantile plots
| formally, e.g. the Wilk-Shapiro test.




Paired data

2-sample t-tests and intervals for differences
between means -,

@ \\e have to distinguish between independent and
related samples because they require different
methods of analysis.

® Paired data (section 10.1.2) is an example of related data.

@ \Vith paired data, we analyze the differences

| this converts the initial problem into a one-sample
problem.

® The sign test and Wilcoxon rank-sum test are
nonparametric alternatives to the one-sample or
paired t-test.

Assume
M statistically independent random samples from the two
populations of interest
Oboth samples come from Normal distributions
B Pooled method also assumes that o,=0,
Welch method (unpooled) does not
Two-sample t-methods are
Oremarkably robust against non-Normality

Ocan be sensitive to the presence of outliers in small to moderate-
sized samples

O One-sided tests are reasonably sensitive to skewness.
B The Wilcoxon or Mann-Whitney test is a nonparametric
alternative to the two-sample t-test.

More than two samples and the F-test

The F-test cont.

® For testing whether more than two means are
different we use the F-test.

® The method of comparing several means is referred
to as a one-way analysis of variance.

® The formal null hypothesis (H,) tested is that all k
(k= 2) underlying population means ; are
identical.

® The alternative hypothesis (H,) is that differences
exist between at least some of the z4's.

Assumptions of the F-test cont.

® Assumptions of the F-test
M independent samples;
H Normality;
M equal population standard deviations.

® The test
| s robust to non-Normality
B s reasonably robust to differences in the standard deviations

when there are equal numbers in each sample, but not so robust
if the sample sizes are unequal

B can be used if the usual plots are satisfactory and the largest
sample standard deviation is no larger than twice the smallest

B s not robust to any dependence between the samples.

® The numerator of the F-statistic f, reflects how far
apart the sample means are. The denominator
reflects average variability within the samples

® Evidence against H, is provided by

B sample means that are further apart than expected from the
internal variability of the samples.

M large values of the F-statistic.

® A small P-value demonstrates evidence that
differences exist between some of the true means

M To estimate the size of any differences we use confidence
intervals




