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Statistic

istic is any quantity whose value can be

from sample data. Prior to obtaining

ncertainty as to what value of any
ic will result. A statistic is a

ed by an uppercase letter;

f the statistic.

Simulation Experiments
e following characteristics must be specified:

e statistic of interest.

ulation distribution.

tatistics & Their
istributions —

Random Samples

rv’s X,,...,X, are said to form a (simple

ample of size n if

The Distribution




Using the Sample Mean

Xy,..., X, be a random sample from a
ion with mean value # and standard
Then

The Central Limit Theorem

., X,, be a random sample from a

Rule of Thumb

he Central Limit Theorem can

Normal Population Distribution

be a random sample from a
ion with mean value # and
. Then forany n, X
asisT,.

The Central Limit Theorem

X small to
moderate n

Approximate Lognormal Distribution

., X,, be a random sample from a

for which only positive values are
0) =1]. Thenifnis

e product Y = X, X,...X, has
al distribution.




Central Limit Theorem — heuristic formulation

Central Limit Theorem:
When sampling from almost any distribution,

X is approximately Normally distributed in large samples.
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Histograms of sample means
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Independence

® For discrete random variables X and Y, if any one of
the following properties is true, the others are also
true, and X and Y are independent.

(1) ey (X,y) = T (X) Ty (Y) forall xand y
(2) fyly) = fy(y) for all x and y with fy(x) > 0
(3) fxly) = fx(x) for all x and y with fy(y) > 0

(4)P(Xe A, Y € B)=P(X € A)P(Y e B) for any
sets A and B in the range of X and Y respectively.

Recall we looked at the sampling distribution of X

® For the sample mean calculated from a random sample,
Y) = X )=0 i
Eﬁx) pand SD( X ) Km provided
X = (XXt ...+ X))/, and X, ~N(u, 6). Then

® X ~N(u, %). And variability from sample to sample
in the sample-means is given by the variability of the
individual observations divided by the square root of
the sample-size. In a way, averaging decreases variability.
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Central Limit Effect —
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Central Limit Theorem — heuristic formulation

Central Limit Theorem:
When sampling from almost any distribution,

X is approximately Normally distributed in large samples.
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The Distribution
of a
ombination

Expected Value of a Linear
Combination

., X, have mean values 44,4, .... iy
s of 62,03,....02, respectively

;’s are independent,
E(Xy)+..+a,E(X,)

Central Limit Theorem —
theoretical formulation

Let {x X X J' be a sequence of independent
observations frofm one specific random process. Let
and E(X)=u and SD(X) = ‘{ nand both be

finite (0< g <eo; | |<o0). If Tn=ﬁk21xk sample-avg,

Then X has a distribution which approaches
N(u, 6%/n), as n—eo.

Linear Combination

n a collection of n random variables
and n numerical constants a,,...,a,,

Variance of a Linear Combination

X, are independent,
aXn)=adV (X)+...+aV (X,)

LR




Variance of a Linear Combination

ifference Between Normal Random
iables

are independent, normally

en any linear combination
ormal distribution. The

n two independent,

is itself

ifference Between Two Random
iables




