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Linear Relationships

Linesin 2D
(Regression and Correlation)

Draw the following lines:
Y=2X+1
Y=-3X-5

Line through (X,,Y,) and
(X2Y2).

(Y-YDI(Y,-Y )=
(XXX Xy).

Chapter 13

Regression & Correlation

Lines in 2D

(Regression and Correlation)

Vertical Lines
Horizontal Lines
Oblique lines
Increasing/Decreasing
Slope of a line

Intercept

Y=a X + B, in general.

Correlation Coefficient

Correlation coefficient (-1<=R<=1): a measure of linear
association, or clustering around a line of multivariate
data.

Relationship between two variables (X, Y) can be
summarized by: (uy, oy), (1y, oy) and the correlation
coefficient, R. R=1, perfect positive correlation (straight
line relationship), R =0, no correlation (random cloud
scatter), R = -1, perfect negative correlation.

Computing R(X,Y): (standardize, multiply, average)




Correlation Coefficient

Example: N
o=ty B () 2)

N-1 k=1 O Oy

Student Height “Weight %-% ¥ -§ (%-% )2 (yi-¥ )2 G -®ly -7

i % ¥i

1 167 B0 5 467 36 21.8089 2502

2 170 G4 9 867 1 75,1689 78.03

3 160 57 -1 167 1 27889 -1.67

4 182 16 -9 -9.33 g1 87.0489 8397

i 187 5 -4 -0.33 16 0.1089 1.32

5] 160 a0 -1 -5.33 1 28,4085 533
Total 966 332 0 =0 216 215.3334 185.0

Correlation Coefficient - Properties

Correlation is invariant w.r.t. linear transformations of X or Y

N _ _
R(X,Y) = Nl_lkzl("km”x)( ykoyﬂy):

R(aX +b,cY +d), since
(an+b—yax+bj_(an+b—(a,ux+b)j_

Oax + b |a|xox

(a(Xk —ai);b—bj :(Xk;xlux)

Correlation Coefficient - Properties |

N [y _
R(X,Y)=; » (Xk “‘)(y* ﬂy]:R(Y,X)
k=1\ & N\ &

1. R measures the extent of Age 11-12
linear association between  Maihs @

two continuous variables. ~ =Sture 0

2. Association does not imply Age 9-10
causation - both variables Age 7-E
may be affected by a third g 5.6
variable — age was a I
confounding variable.

Shoe Size

Correlation Coefficient

Corr(X,Y)=R(X,Y)=0.904

Correlation Coefficient - Properties

Correlation is Associative

R(X,Y)=Ii| > (X_”’)(y_”)= R(Y,X)

k=1\ & N o

Correlation measures linear association, NOT an association in
general!!! So, Corr(X,Y) could be misleading for X & Y related in
a non-linear fashion.

Linear Relationships

e data below are airfares
iles) to various US
Maryland.

tion Distance Airfare




Linear Relationships ‘ Linear Relationships ‘

Scatterplot of Airfare vs Distance.

Linear Relat|onsh|ps The Fitted Regression Line

Equation of the Regression Line LS Estimates for the Linear Parameters

1. The least-squares Iiney ﬁ + ﬂ x passes through
the points (x =0, | g = =7?)and (x =5 §=7). Supply
the missing values.

_E [ix = x5, - 9)]
i=1 .

n
Z (X -%)?




Hands — on worksheet ! Hands — on worksheet !

1.X={-1,2,3, 4}, Y={0,-1, 1, 2}, 1.X={-1,2,3,4}, Y={0,-1,1,2}, x=2, y=0.5

(Xx=X)x

X x=x | Y= ¥|x-%2 -7 X x=x% | Y=Y |6x-0q (=97 ¢y

-3 -0.5 0.25 |15

S5 2.25

0.5

15

B

Equation of the Regression Line Equation of the Regression Line

Equation of the Regression Line Equation of the Regression Line

Fitted Line Plot
Airfare = 83.27 +0.1174 Distance

RSq(adj)  505%

0 200 400 600 800 1000 1200 1400 1600
Distance




Residual Standard Deviation ' Residual Standard Deviation '

Residual Standard Deviation l Statistical Inference Concerning f3, l

The Standard Error of ﬂl l

Scatterplotof Y vs x

=\2 .
Large § :(Xi _X) .
will predict the P
slope more .
precisely!




The Standard Error of g, The Standard Error of g,

The Standard Error of g, The Standard Error of g,

The Standard Error of g, The Standard Error of g,




The Standard Error of g, Testing the True Slope g,

Testing the True Slope 5, Testing the True Slope £,

Does the slope of
the regression line
appear to be
different from zero?

This line
has a slope
of zero. It
says that
as distance

changes
airfare
doesn't
change

Testing the True Slope g, Testing the True Slope £,




Testing the True Slope g, Testing the True Slope B,

Testing the True Slope 5, Variability in Regression




| |

Variability in Regression Variability in Regression

The Coefficient of Determination The Coefficient of Determination

The Coefficient of Determination The Coefficient of Determination




The Coefficient of Correlation

The Coefficient of Correlation

Guidelines for Regression and Correlation

—]

The Coefficient of Correlation

The Coefficient of Correlation

Curvilinear Data

|
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Curvilinear Data

Curvilinear Data

Curwlmear Data

Curvilinear Data

Fitted Line Plot
Time = 19.63 +0.000714 Income.

Time

5 G B R 8 8 &8 &

Curvilinear Data

Fitted Line Plot
Time = - 1864 +0.007700 Income.
- 0.000000 Income*+2.
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Fitted Line Plot
Rirfare = 95.24 +0,1210 Distance.

Influential Observations

Influential Observations

Rsq e
Rqa) 2964

Influential Observations

Fitted Line Plot
Aitfare = 1045 +0.08421 Distance.

Conditions for Inference

B ExT

Rsq e
Raon) _erow
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Conditions for Inference

Multiple Regression
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