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NOTE, when H, is = ,
the p-value is the area
beyond the test

tatistic in BOTH tails.
statistieln s -0.716 +0.716

Hypothesis Testing: #4 Conclusion | Hypothesis Testing Summary |




Was Cavendish’s experiment biased?

A number of famous early experiments of measuring physical
constants have later been shown to be biased.

Mean density of the earth
True value = 5.517

Cavendish’s data: (from previous Example 7.2.2)
5.36,5.29, 5.58, 5.65, 5.57, 5.53, 5.62, 5.29, 5.4, 5.34, 5.79, 5.10,
5.27,5.39,5.42,5.47, 5.63, 5.34, 5.46, 5.30, 5.75, 5.68, 5.85

n =23, sample mean = 5.483, sample SD = 0.1904

Cavendish: measuring distances in std errors

20.5% of samples had t,
values smaller than this

Cavendish

data lies within
the central 60%
of the distribution

Cavendish to—value =-0.844

Sample t-values from 400 unbiased experiments
(each t-value is distance between sample mean and 5.517 in std errors).

Measuring the distance between the
true-value and the estimate in terms of the SE

@ Intuitive criterion: Estimate is credible if it’s
not far away from its hypothesized true-value!

® But how far is far-away?

® Compute the distance in standard-terms:
T= Estimator — TrueParameterValue
SE
® Reason is that the distribution of T is known in
some cases (Student’s t, or N(0,1)). The
estimator (obs-value) is typical/atypical if it is
close to the center/tail of the distribution.

Was Cavendish’s experiment biased?

21.5% of the means were
smaller than this

sas 1 ssod 5555 5.60

Cavendish True
mean (5.483)  value 65.517)
SD=0.1904 SD=0.1904
Sample means from 400 sets of observations
from an unbiased experiment.

N(5.517,0.1904)

20.5% of samples had t,
values smaller than this

Cavendish t -value = —0.844

Sample t-values from 400 unbiased experiments
(cach t,-value is distance between sample mean and 5.517 in std errors).

Tdf:22
0.204

Comparing CI’s and significance tests

® These are different methods for coping with the
uncertainty about the true value of a parameter
caused by the sampling variation in estimates.

® Confidence interval: A fixed level of confidence is
chosen. We determine a range of possible values for the
parameter that are consistent with the data (at the chosen
confidence level).

@ Significance test: Only one possible value for the
parameter, called the hypothesized value, is tested. We
determine the strength of the evidence (confidence) provided
by the data against the proposition that the hypothesized value
is the true value.




Review

® What intuitive criterion did we use to determine
whether the hypothesized parameter value (p=0.2 in the
ESP Example 9.1.1, and z= 5.517 in Example 9.1.2) was credible in

the llght of the data? (Determine if the data-driven parameter
estimate is consistent with the pattern of variation we’d expect get if
hypothesis was true. If hypothesized value is correct, our estimate should
not be far from its hypothesized true value.)

® Why was it that = 5.517 was credible in Example
9.1.2, whereas p=0.2 was not credible in Example

9.1.1? (The first estimate is consistent, and the second one is not, with
the pattern of variation of the hypothesized true process.)

Hypotheses

Guiding principles

We cannot rule in a hypothesized value for a parameter, we
can only determine whether there is evidence to rule out a
hypothesized value.

The null hypothesis tested is typically a skeptical reaction
to a research hypothesis

Comments

® How can researchers try to demonstrate that effects

or differences seen in their data are real? (Reject the
hypothesis that there are no effects)

® How does the alternative hypothesis typically relate
to a belief, hunch, or research hypothesis that initiates

a Stlldy? (H,=H,: specifies the type of departure from the null-
hypothesis, H (skeptical reaction), which we are expecting (research
hypothesis itself).

® [n the Cavendish’s mean Earth density data, null
hypothesis was H, : 1 =5.517. We suspected bias, but
not bias in any specific direction, hence H,:pu!=5.517.

Review

® What do to-values tell us? (Our estimate is typical/atypical,
consistent or inconsistent with our hypothesis.)

® What is the essential difference between the
information provided by a confidence interval (CI)
and by a significance test (ST)? (Both are uncertainty
quantifiers. CI’s use a fixed level of confidence to determine possible

range of values. ST’s one possible value is fixed and level of confidence is
determined.)

Comments

Why can't we (rule-in) prove that a hypothesized value of a
parameter is exactly true? (Because when constructing estimates
based on data, there’s always sampling and may be non-sampling errors,
which are normal, and will effect the resulting estimate. Even if we do
60,000 ESP tests, as we saw earlier, repeatedly we are likely to get
estimates like 0.2 and 0.200001, and 0.199999, etc. — non of which may be
exactly the theoretically correct, 0.2.)

® Why use the rule-out principle? (Since, we can’t use the rule-in
method, we try to find compelling evidence against the observed/data-
constructed estimate — to reject it.)

® Why is the null hypothesis & significance testing typically
used? (H,: skeptical reaction to a research hypothesis; ST is used to check

if differences or effects seen in the data can be explained simply in terms

of sampling variation!)

The t-test

Using @ totest Ho: @ = @o versus some alternative H .
STEP 1 Calculate the test statistic,

9—90 _ estimate - hy pothesized value

b

- S(é) - standard error

[This tells us howmanystandard errors the estimate is above the hypothesized

value (t, positive) or below the hypothesized value (t, negative).]

STEP 2 Calculate the P -value using the following table.

STEP 3 Interpret the P -value in the context of the data.




The t-test Interpretation of the p-value

-

TABLE9.3.2 Interpreting the Size of a P-Value
lAlternative Evidence against Ho: © > 00 93 i p Y
hypothesis provided by P-value Approximate size .
= - of P-Value Translation
Hi:0>600 @ too much bigger than §, [P =pr(T>t,) - -
(i.0..8)- 6 too large) > 012 (12%) No evidence against H,
€,0 -0
A 0, 1 M
Hi:0<0, @ too much smaller than §, [P =pr(T< to) 0.10  (10%) Weak ev?dence agapst Ho
(., 0- 8o too negative) 0.05 (5%) Some evidence against H,
H:0208, | @ too far from g, P =2 pr(T> [t,]) 0.01  (1%) Strong evidence against H,,
(ie., |6 - 0o too large) 0.001  (0.1%) Very Strong evidence against H
where T ~ Student(df)
Is a second child gender influenced by the
gender of the first child, in families with >1 kid? Analysis of the birth-gender data —
First and Second Births by Sex data summary
Second Child
Male Female Total Second Child
Child Male 3,202 Y2776 5978 Group Number of births Number of girls
Female F 2620 . " 2792 5412 1 (Previous child was girl) 5412 2792 (approx. 51.6%)
Total 5,822 T 5568 11,390 2 (Previous child was boy) 5978 2776 (approx. 46.4%)
® Research hypothesis needs to be formulated first ® [ et p,=true proportion of girls in mothers with girl as
before collecting/looking/interpreting the datta that first child, p,=true proportion of girls in mothers with
w1l} be used to qddress it. Mothe.rs whose 15 child is boy as first child. Parameter of interest is ;- p,.
a girl are more likely to have a girl, as a second child,
compared to mothers with boys as 1%t children. ® H: p;- p,=0 (skeptical reaction). H,: p;- p,~0
® Data: 20 yrs of birth records of 1 Hospital in Auckland, NZ. (research hypothesis)

Hypothesis testing as decision making Analysis of the birth-gender data

Decision Making ® Samples are large enough to use Normal-approx.
Since the two proportions come from totally diff.
mothers they are independent = use formula 8.5.5.a

_ Estimate - HypothesizedValue

Actual situation

Decision made H, is true H, is false

=5.49986 =
Accept Hy as true OK Type II error 0 SE
Reject H, as false Type error OK pl - p2 -0 a p1 B p2 B
® Sample sizes: n,=5412, n,=5978, Sample proportions SE( p—-p J p1 a- Dl) pz(l_ pz)
(estimates) P, =2792/5412% 05159, p_ =2776/5978~ 0.4644, 12 n A
1 2

® H: p;- p,=0 (skeptical reaction). H,: p;- p,>0

(research hypothesis) P —value =Pr(T 2 to) =19x1078




Analysis of the birth-gender data

® We have strong evidence to reject the H, and hence
conclude mothers with first child a girl a more likely
to have a girl as a second child.

® How much more likely? A 95% CI:
CI (p;- py) =[0.033; 0.070]. And computed by:
estimatex ZxSE=p —p £1.96xSE[ p —
p1 p2 (pl p2
pa-p) p A-P)
p—p *£196x L 1,2 2
1 2 n n
1 2
0.0515£1.96%0.0093677 =[3% ;7%]

Example - 7.51

Let 1 denote experimental (to be hypnotized) and 2 denote control

‘Welch’s formula (Eqn 7.1) yields 13.97, so df = 13.

(a) Ho: Mean ventilation is the same in the “to be hypnotized” condition and in the “control”
condition (4, = ;)

H,: Mean ventilation is different in the “to be hypnotized” condition than in the “control”
condition (4, # 4t,)

Hy is rejected. There is sufficient evidence (0.01< P-value < 0.02) to conclude that mean
ventilation is different in the “to be hypnotized” condition than in the “control” condition.

(b) Hy: Mean ventilation is the same in the “to be hypnotized™ condition and in the “control”

condition (x4, = 11,)

Ha: Mean ventilation is higher in the “to be hypnotized™ condition than in the “control”
condition (x4, > ,)

Hy is rejected. There is sufficient evidence (0.005< P-value < 0.01) to conclude that mean
ventilation is higher in the “to be hypnotized” condition than in the “control” condition.

(¢) The non-directional alternative (part ga)? is more appropriate. According to the narrative, the
h lated the directi alternative in part (b) AFTER they had seen the data.
Thus, it would not be legitimate for them (or us) to use a directional alternative.

Example - 7.51

® 7.51. A study was undertaken to compare the IndexiStat _Experimental
respiratory responses of hypnotized and non- 1
hypnotized subjects to certain instructions.

The 16 male volunteers were allocated at random to
an experimental group to be hypnotized or to a
control group. Baseline measurements were taken at
the start of the experiment.

In analyzing the data, the researchers noticed that the
baseline breathing patterns of the two groups were
different; this was surprising, since all the subjects
had been treated the same up to that time.

One explanation proposed for this unexpected
difference was that the experimental group were
more excited in anticipation of the experience of
being hypnotized.

The summary of the baseline measurements of total

ventilation is provided (liters of air per minute per
square meter of body area).

Control

Example - 7.51
SOCR Analysis: http://www.socr.ucla.edu/htmls/SOCR_Analyses.html
SOCR Line Plot: http://socr.ucla.edu/htmls/SOCR_Charts.html
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