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Linear Relationships

Linesin 2D
(Regression and Correlation)

Draw the following lines:
Y=2X+1
Y=-3X-5

Line through (X,,Y,) and
(X2Y2).

(Y-YDI(Y,-Y )=
(XXX Xy).

Chapter 13

Regression & Correlation

Lines in 2D

(Regression and Correlation)

Vertical Lines
Horizontal Lines
Oblique lines
Increasing/Decreasing
Slope of a line

Intercept

Y=a X + B, in general.

Correlation Coefficient

Correlation coefficient (-1<=R<=1): a measure of linear
association, or clustering around a line of multivariate
data.

Relationship between two variables (X, Y) can be
summarized by: (uy, oy), (1y, oy) and the correlation
coefficient, R. R=1, perfect positive correlation (straight
line relationship), R =0, no correlation (random cloud
scatter), R = -1, perfect negative correlation.

Computing R(X,Y): (standardize, multiply, average)




Correlation Coefficient
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Correlation Coefficient - Properties

Correlation is invariant w.r.t. linear transformations of X or Y

N _ _
R(X,Y) = Nl_lkzl("km”x)( ykoyﬂyj:

R(aX +b,cY +d), since
(an+b—,uax+bj_(an+b—(a,le+b)j_
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Correlation Coefficient - Properties |

R(X,Y) =; % (X_")(y_”] —R(Y, X)

k=1\ & A\ &

1. R measures the extent of
linear association between  Mialiha
two continuous variables.  ‘Scan
2. Association does not imply
causation - both variables
may be affected by a third
variable — age was a T
confounding variable.

Correlation Coefficient

?=16lcm, ﬂv=7=55kg,

o =, /2;6 =6.573, o= ,/2155'3 = 6.563,

Corr(X,Y)=R(X,Y)=0.904

Correlation Coefficient - Properties

Correlation is Associative

R(X,Y)=It > (X_”’)(y_”)= R(Y,X)

k=1\ & N o

Correlation measures linear association, NOT an association in
general!!! So, Corr(X,Y) could be misleading for X & Y related in
a non-linear fashion.

Linear Relationships




Linear Relationships ‘ Linear Relationships ‘

Scatterplot of Airfare vs Distance.

Linear Relationships Linear Relationships
SOCR SLR: socr.ucla.edu/htmls/SOCR_Analyses.html SOCR SLR: socr.ucla.edu/htmls/SOCR Analyses.html
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Equation of the Regression Line

Hands — on worksheet !

1.X={-1,2,3,4}, Y={0,-1, 1, 2},

Y |x=x|y-Y|x-07 -3

n
3 [0 -00;-9]
Bl=|=1

. B=v-Bx

n
T (-%?
i=1

Equation of the Regression Line

LS Estimates for the Linear Parameters

1. The least-squares line § = 3 1 j3,x passes through
the points (x =0, j =?) and (x = ¢, § =?). Supply
the missing values.

n
2 [ -00;-9)
B, ==L . B =y-Bx
1 n 2
'Zl(xi -X)
|1 =

Hands — on worksheet !

1.X={-1,2,3,4}, Y={0,-1,1,2}, x=2, y=0.5

(x=X)x

X Y |x=x|y-Y|x-0qu-n? (-7

-3 -05 |9 0.25

-15 |0 2.25

0.5

15

Equation of the Regression Line




Equation of the Regression Line Equation of the Regression Line ‘

Scatter Plotof X vs ¥

HEEESERN RN

Residual Standard Deviation ' Residual Standard Deviation '

Residual Standard Deviation l Statistical Inference Concerning f3;




The Standard Error of 3, The Standard Error of g,

Scatterplotof Y vs X Scatterplot of Y vs x

—\2 .
“'932 ( _X) o
will predict the St
slope more .
precisely!

The Standard Error of g, The Standard Error of g,

The Standard Error of g, The Standard Error of g,




| |

The Standard Error of g, The Standard Error of g,

] ]

The Standard Error of g, Testing the True Slope 8,

| |

Testing the True Slope g, Testing the True Slope £,

Does the slope of
the regression line
appear to be
different from zero?

This line
has a slope
of zero. It
says that
as distance
changes
airfare
doesn't
change




| |

Testing the True Slope g, Testing the True Slope g,

] ]

Testing the True Slope 5, Testing the True Slope £,

| |

Testing the True Slope g, Variability in Regression




Variability in Regression Variability in Regression

Fitted Line Plot
Artys = LI + 0157 Cwtarcs

Variability in Regression Variability in Regression 1

The Coefficient of Determination The Coefficient of Determination




The Coefficient of Determination

The Coefficient of Correlation

The Coefficient of Correlation

The Coefficient of Determination

The Coefficient of Correlation

The Coefficient of Correlation
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Guidelines for Regression and Correlation

Curvilinear Data

Curvilinear Data

Curvilinear Data

Curvilinear Data ‘

Fitted Line Plot
Time = 19,63 +0.000714 Income.

Time.
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Fitted Line Plot
Time = - 18,64 +0.007700 Income
- 0.000000 Income* =2
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Curvilinear Data '

Fitted Line Plot
Airfare = 95.24 +0,1210 Distance.

B w7

Rsq e
Rqod) 2964

Influential Observations '

o]

e ]

Influential Observations '

Fitted Line Plot
Aitfare = 104.5 +0.08421 Distance.
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Influential Observations

Conditions for Inference

Conditions for Inference

Multiple Regression
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