
Stat 100a: Introduction to Probability.	


Outline for the day:	


1.  Hand in HW1.	


     Put your name and section letter on your hw.	


     Hand in your hw in piles according to section.	


2.  Midterm notes.	


3.  Markov and Chebyshev inequalities.	


4.  "Unbeatable" Texas holdem strategy.	


5.  Computer projects.	


6.  Odds ratios, Gold and Hellmuth.	


7.  E(X+Y) = E(X) + E(Y).	


8.  Multiple runs, expected value and variance.	


9.  Rainbow flops.	


10.  HW3 problems.	


If you don't want your email address posted notify me by Tue 10am. 

	

 	

Mid 1 is Thu Feb 5.	


For project teams see teamsresults.txt .	


Project is due Tue Mar 3 8pm by email.	





1.  Hand in HW1!	


Put your name and section letter on your hw.	


     Hand in your hw in piles according to section.	



2. Midterm notes.	


Midterm 1 is Thu Feb 5, in class, from 11-1215.	


It will be on chapters 1-6 and 7.1. 	


I may lecture on some stuff in chapter 7.2 before then, but the midterm 
will only cover ch 1-7.1.	


It will be all multiple choice, plus a short answer question. 	


You can use the book, plus notes. Bring a calculator & a pen or pencil.	


Next week we will do mostly review and practice problems.	


I do not advise guessing none of the above on my problems!	


For additional practice problems, see Sheldon Ross’s book “A First 
Course in Probability.”	







3. Markov and Chebyshev inequalities. Ch 4.6.	



The Markov inequality states	


	

If X takes only non-negative values, and c is any number > 0, then	


	

P(X ≥ c) ≤ E(X)/c.	



Proof. The discrete case is given on p82.	


Here is a proof for the case where X is continuous with pdf f(y).	


E(X) = ∫ y f(y) dy 	


= ∫0c yf(y)dy + ∫c∞ yf(y)dy 	


≥ ∫c∞ yf(y)dy 	


≥ ∫c∞ cf(y)dy 	


= c ∫c∞ f(y)dy 	


= c P(X≥c). 	


Thus, P(X ≥ c) ≤ E(X) / c.	



The Chebyshev inequality states	


	

For any random variable Y with expected value µ and variance σ2, and any real number a > 0,	


	

P( | Y - µ | ≥ a) ≤ σ2 / a2.	



Proof. The Chebyshev inequality follows directly from the Markov equality by letting c = a2 and X = (Y-µ)2.	



Examples of the use of the Markov and Chebyshev inequalities are on p83.	





4. “Unbeatable Texas Holdem Strategy”	


http://www.freepokerstrategy.com : all in with AK-AT or any pair.	


P(getting such a hand) = 4 x [16/1326] + 13 x [6/1326]	



	

=  4 x 1.2% + 13 x 0.45%  = 10.7%.	



Say you’re dealt 100 hands. Pay ~11 blinds = $55. 	



Expect 10.7 (~ 11) such good hands. 	


Say you’re called by 88-AA, and AK, for $100 on avg.	



P(player 1 has one of these) = 7 x 0.45% + 1.2% = 4.4%.	


P(of 8 opponents, someone has one of these) ~ 1 - (95.6%)8 = 30%.	



So, you win pre-flop 70% of the time. (Say $10 on avg.)	



	

= 11 x 70% x $10 = $77 profit.	


Other 30%, you’re on avg about a 65-35 underdog, so you	



	

win 11 x 30% x 35% x $100 = $115.50	


	

lose 11 x 30% x 65% x $100 = $214.50.	



Total: exp. to win $77 + $115.50 - $55 - $214.50 = -$77/ 100 hands. 	





5. Computer projects.	



For project teams see teamsresults.txt on course website.	


For email addresses of your teammates, see roster100a.txt on Tue between 1pm and 3pm.	



If you do not want your email address on file with UCLA to be posted you must notify 
me by email by Tue 10am.	



More example code for the project.	


unbeatable1 = function(numattable1, crds1, board1,  round1, currentbet, mychips1, pot1, 
roundbets, blinds1, chips1, ind1, dealer1, tablesleft){	


    ## any pair, or AT-AK,	


    a1 = 0	


    if((crds1[1,1] == crds1[2,1]) || ((crds1[1,1] > 13.5) &&	



	

(crds1[2,1]>9.5))) a1 = mychips1	


    a1	


} ## end of unbeatable1	





Winning code from a previous class.	



legendary = function(numattable1, crds1, board1,  round1, currentbet, mychips1,  	


    	

 	

pot1, roundbets, blinds1, chips1, ind1, dealer1, tablesleft){ 	


    ## all in if pair of 9s or better, 	


    ## or same suit with the lower card is 10 or above, 	


    ## or different suit with lower card is Jack or above, 	


    ## or you have less than 4 times big blind and at least one card is Jack or higher. 	


    a1 = 0 	


    if((crds1[1,1] == crds1[2,1]) && (crds1[2,1] > 8.5)) a1 = mychips1 	


    if((crds1[1,2] == crds1[2,2]) && (crds1[2,1] > 9.5)) a1 = mychips1 	


    if((crds1[2,1] > 10.5)) a1 = mychips1 	


    if((mychips1 < 4 * blinds1) && (crds1[1,1] > 10.5))  a1 = mychips1 	


    a1 	


} ## end of legendary 	



	

 	

	





legendary = function(numattable1, crds1, board1,  round1, currentbet, mychips1,  	


    	

 	

pot1, roundbets, blinds1, chips1, ind1, dealer1, tablesleft){ 	



Mostly you will just use crds1 and maybe blinds1 and mychips1, but here are some other 
things available to you if you want.	



	

You have to ignore the starred ones because you have to go all in or fold.	


1) numattable1.   integer. number of players at the table.	


2) crds1.    2x2 matrix.	


  crds1[1,1] = the number of card 1 (between 2 and 14).   crds[1,2] = suit of card 1 (1 to 4).	


  crds1[2,1] = the number (2-14) of card 2. 	

  crds[2,2] = suit of card 2 (1-4).  Ace = 14.	


*3) board1.    5x2 matrix indicating the board cards. 	


*4) round1.  integer. 1 = preflop, 2 = after flop, 3 = after turn, 4 = after river.	


5) currentbet.    integer.  the maximum bet so far this betting round.	


6) mychips1.     integer. how many chips you have left at the moment.	


7) pot1.    integer. how much is in the pot at the moment.	


*8) roundbets.   roundbets[i,j] = total amount the player in seat i put in, in betting round j.	


9) blinds1.    integer. big blind amount.	


10) chips1.  vector of length numattable1. chips1[i] = how many chips player in seat i has left.	


11) ind1.    integer.  Which seat you're in.  (So, mychips1 = chips1[ind1]). 	

	


12) dealer1.  integer.  Which seat the dealer is in. (If only 2 players are left, then I use the 
convention that the "dealer" is the big blind.)	


13) tablesleft.  integer. How many tables are left in the tournament (including yours). 	





6. Odds ratios revisited:	



	

Odds ratio of A = P(A)/P(Ac)	



	

Odds against A = Odds ratio of Ac = P(Ac)/P(A).	



An advantage of probability over odds ratios is the multiplication rule:	



	

P(A & B) = P(A) x P(B|A), but you can’t multiply odds ratios.	



Example: Gold vs. Hellmuth on High Stakes Poker….	





Gold: A♣ K♥.   Hellmuth:  A♠ K♠.  Farha: 8♥ 7♣.    Flop: 4♠ 7♠ K♣.   	



     	

Given these 3 hands and the flop, what is P(Hellmuth makes a flush)?	



43 cards left: 9 ♠s, 34 non-♠s. Of choose(43, 2) = 903 eq. likely turn/river combos, 	



choose(9,2) = 36 have both ♠s, and 9 *34 = 306 have exactly 1 ♠.  342/903 = 37.9%.	



So, P(Hellmuth fails to make a flush) = 100% - 37.9% = 62.1%.	





Gold: A♣ K♥.   Hellmuth:  A♠ K♠.  Farha: 8♥ 7♣.    Flop: 4♠ 7♠ K♣.   	



P(Hellmuth fails to make a flush) = 100% - 37.9% = 62.1%.	



	

 Alt.: Given these 3 hands and the flop, P(neither turn nor river is a ♠)	



= P(turn is non-♠ AND river is non-♠)	



= P(turn is non-♠) * P(river is non-♠ | turn is non-♠)	

 	

[P(A&B) = P(A)P(B|A)]	



= 34/43 * 33/42 = 62.1%.   	



	

Note that we can multiply these probabilities: 34/43 * 33/42 = 62.1%.	



	

What are the odds against Hellmuth failing to make a flush?  	



	

 	

37.9% ÷ 62.1% = 0.61 : 1.	



	

Odds against non-♠ on turn = 0.26 :1. 	



	

Odds against non-♠ on river | non-♠ on turn : 0.27 : 1.  	



	

0.26 * 0.27 = 0.07.  Nowhere near the right answer. 	



	

Moral: you can’t multiply odds ratios!	





7.  E(X+Y) = E(X) + E(Y).  pp126-127.	


A fact given in ch.7 is that E(X+Y) = E(X) + E(Y), for any random variables X and Y, 

whether X & Y are independent or not, as long as E(X) and E(Y) are finite.	


Similarly, E(X + Y + Z + …) = E(X) + E(Y) + E(Z) + … 	


And, if X & Y are independent, then V(X+Y) = V(X) + V(Y).	



	

so SD(X+Y) = √[SD(X)^2 + SD(Y)^2].	



Example 1:  Play 10 hands. X = your total number of pocket aces. What is E(X)?	


	

X is binomial (n,p) where n=10 and p = 0.00452, so E(X) = np = 0.0452. 	


	

Alternatively, X = # of pocket aces on hand 1 + # of pocket aces on hand 2 + …	


	

So, E(X) = Expected # of AA on hand1 + Expected # of AA on hand2 + … 	


	

Each term on the right  = 1 * 0.00452 +  0 * 0.99548 = 0.00452.	


	

So E(X) = 0.00452 + 0.00452 + … + 0.00452 = 0.0452.	



Example 2:  Play 1 hand, against 9 opponents. X = total # of pocket aces at the table. 
E(X) = ?	


	

Note: not independent!  If you have AA, then it’s unlikely anyone else does too.	


	

Nevertheless, Let X1 = 1 if player #1 has AA, and 0 otherwise.	


	

 	

 	

       X2 = 1 if player #2 has AA, and 0 otherwise, and so on.	


	

Then X = X1 + X2 + … + X10.  So E(X) = E(X1) + E(X2) + … + E(X10)	


	

 	

       = 0.00452 + 0.00452 + … + 0.00452 = 0.0452.	





9. Multiple runs, expected value and variance.	


 	

E(X+Y) = E(X) + E(Y).  Whether X & Y are independent or not!	



	

Similarly, E(X + Y + Z + …) = E(X) + E(Y) + E(Z) + … 	


	

And, if X & Y are independent, then V(X+Y) = V(X) + V(Y).	


	

so SD(X+Y) = √[SD(X)^2 + SD(Y)^2].	


	

Also, if Y = 9X, then E(Y) = 9E(Y), and SD(Y) = 9SD(X). V(Y) = 81V(X).	



Farha vs. Antonius.  	



Running it 4 times. Let X = chips you have after the hand. Let p be the prob. you win.	


X = X1 + X2 + X3 + X4, where X1 = chips won from the first “run”, etc.	


E(X) = E(X1) + E(X2) + E(X3) + E(X4)	



	

  = 1/4 pot (p) + 1/4 pot (p) + 1/4 pot (p) + 1/4 pot (p) 	


	

  = pot (p)	


	

  = same as E(Y), where Y = chips you have after the hand if you ran it once!	



But the SD is smaller: clearly X1 = Y/4, so SD(X1) = SD(Y)/4. So, V(X1) = V(Y)/16.	


V(X) ~ V(X1) + V(X2) + V(X3) + V(X4),	



	

  = 4 V(X1) 	


	

  = 4 V(Y) / 16  	


	

  = V(Y) / 4.   	

 	

So SD(X) = SD(Y) / 2. 	





10. Rainbow flops.	



P(Rainbow flop) = choose(4,3)        *         13  * 13  *  13       ÷    choose(52,3)	


	

        choices for the 3 suits           numbers on the 3 cards       possible flops	


	

 	

~ 39.76%.	



Q: Out of 100 hands, what is the expected number of rainbow flops? +/- what?	


    X = Binomial (n,p), with n = 100, p = 39.76%, q = 60.24%.	


    E(X) = np = 100 * 0.3976 = 39.76	


    SD(X) = √(npq) =  sqrt(23.95) = 4.89.	



So, expect around 39.76 +/- 4.89 rainbow flops, out of 100 hands.	





Rainbow flops, continued.	


P(Rainbow flop) ~ 39.76%.	



Q: Let X = the number of hands til your 4th rainbow flop. 	


What is P(X = 10)? What is E(X)? What is SD(X)? 	


    X = negative binomial (r,p), with r = 4, p = 39.76%, q = 60.24%.	


    P(X = k) = choose(k-1, r-1) pr qk-r.	


  Here k = 10. P(X = 10) = choose(9,3) 39.76%4 60.24%6 = 10.03%. 	


    µ = E(X) = r/p = 4 ÷ 0.3976 = 10.06 hands.	


    σ  = SD(X) = (√rq) / p =  sqrt(4*0.6024) / 0.3976 = 3.90 hands.	



So, you expect it typically to take around 	


 10.06 +/- 3.90 hands til your 4th rainbow flop.	





11. Hw3 problems.	


6.12 and 7.14b are hard. 	



For 6.12, there are different ways to do this problem, but one way leads you to some tough 

integrals. You can use the fact that 	



∫ c [2exp(-2c)] dc is the expected value of an exponential random variable with 	



parameter λ = 2, and this expected value is 1/2. Similarly, ∫ c exp(-c) dc is the expected 

value of an exponential with λ = 1, which is 1.	



For 7.14b, let x = r2, and you’ll get an equation like –x3 + 2x -1 = 0, 	



so (x-1)(-x2 - x + 1) = 0. There are 3 possible solutions to this: 	



x = 1, or x2 + x - 1 = 0, so x = [-1 +/- √(1 +4)]/2. Now reason why we can rule out two of 

these possibilities for x.	



         ♣ ♥ ◆ ♠	




