
Stat 13, Intro. to Statistical Methods for the Life and Health Sciences.

1. Collect hw1.
2. Sampling, bias, and students example. 
3. Estimating the mean, and guessing elapsed time example. 
4. Sig. level, Type 1 and type 2 errors.

Read chapter 3. 
http://www.stat.ucla.edu/~frederic/13/F16 .
HW2 is due Oct 18 and is problems 2.3.15, 3.3.18, and 4.1.23.
2.3.15 starts "Consider a manufacturing process that is producing hypodermic 
needles that will be used for blood donations."
3.3.18 starts "Reconsider the investigation of the manufacturing process that is 
producing hypodermic needles. Using the data from the most recent sample of 
needles, a 90% confidence interval for the average diameter of needles is...."
4.1.23 starts "In November 2010, an article titled 'Frequency of Cold Dramatically 
Cut with Regular Exercise' appeared in Medical News Today." 
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• Here	are	graphs	(a	histogram	and	a	bar	graph)	
representing	all	of	the	2919	students at	the	College	
of	the	Midwest	for	our	two	variables	of	interest.

Sampling	Students



ID
Cum	
GPA

On	
campus? ID

Cum	
GPA

On	
campus? ID

Cum	
GPA

On	
campus?

827 3.44 Y 844 3.59 N 825 3.94 Y
1355 2.15 Y 90 3.30 Y 2339 3.07 N
1455 3.08 Y 1611 3.08 Y 2064 3.48 Y
2391 2.91 Y 2550 3.41 Y 2604 3.10 Y
575 3.94 Y 2632 2.61 Y 2147 2.84 Y
2049 3.64 N 2325 3.36 Y 2590 3.39 Y
895 2.29 N 2563 3.02 Y 1718 3.01 Y
1732 3.17 Y 1819 3.55 N 168 3.04 Y
2790 2.88 Y 968 3.86 Y 1777 3.83 Y
2237 3.25 Y 566 3.60 N 2077 3.46 Y

Sampling	Students
IDs	of	the	30	people	selected,	along	with	their	cumulative	
GPA	and	residential	status



• What	is	the	average	cum	GPA	for	these	30	students?
– 𝑥̅ is	the	sample	average
– 𝑥̅ =	3.24	

• What	proportion	live	on	campus?	
– 𝑝̂ is	the	sample	proportion
– 𝑝̂ =	0.80	

• 𝜇	is	the	population	mean.
• p is	the	population	proportion.

Sampling	Students



• How	do	we	know	if	𝑥̅ and	𝑝̂ are	close	to	the	
population	values,	𝜇 and	p?		

• A	different	sample	of	30	students	would	probably	
have	had	different	values.	

• How	are	these	statistics	useful	in	estimating	the	
population	parameter	values?

• Let’s	take	more	simple	random	samples	of	30	
students	to	examine	the	null	distribution	of	the	
statistics	from	other	samples.

Sampling	Students



• We	took	5	different	SRSs	of	30	students
• Each	sample	gives	different	statistics
• This	is	sampling	variability.
• The	values	don’t	change	much:	
– Average	GPAs	range	from	3.22	to	3.40
– Sample	proportions	range	from		0.63	to	0.83

Sampling	Students

Random	sample 1 2 3 4 5

Average	GPA	() 3.22 3.29 3.40 3.26 3.25

proportion	on	campus	( ) 0.80 0.83 0.77 0.63 0.83



• Population	parameters:
– 𝜇 =	3.288
– 𝜋 ≈	0.776	(2265/2919).

• What	do	the	parameters	describe?	
– The	true	average	cumulative	GPA	and	the	true	
proportion	on	campus	of	the	2919	students

• The	statistics	tend	to	be	close	to	the	parameters.

Sampling	Students

Random	sample 1 2 3 4 5

Average	GPA	() 3.22 3.29 3.40 3.26 3.25

proportion	on	campus	( ) 0.80 0.83 0.77 0.63 0.83



• We	took	1000	SRSs	and	have	graphs	of	the	
1000	sample	means	(for	the	GPAs)	and	1000	
sample	proportions	(for	living	on	campus).

• The	mean	of	each	distribution	falls	near	the	
population	parameter.

Sampling	Students



• What	would	happen	if	we	took	all	possible	random	samples	of	30	
students	from	this	population?
– The	averages	of	the	statistics	would	match	the	parameters	

exactly
• Statistics	computed	from	SRSs	cluster	around	the	parameter.		
• Why	is	this	an	unbiased	sampling	method?

– There	is	no	tendency	to	over	or	underestimate	the	parameter.
• The	sampling	method	and	statistic	you	choose	determine	if	a	

sampling	method	is	biased.	
• A	sample	mean	of	a	simple	random	sample	is	an	unbiased	estimate	

of	the	population	mean.	Same	for	proportions	instead	of	means.

Sampling	Students



• We	can	generalize	when	we	use	simple	random	
sampling	because	it	creates:
– A	sample	that	is	representative	of	the	population.	
– A	sample	statistic	that	is	unbiased	and	thus	close	
to	the	parameter	for	large	n.	

Sampling	Students



• If	the	researcher	at	the	College	of	the	Midwest	uses	
75	students	instead	of	30	with	the	same	early	
morning	sampling	method	will	it	be	less	biased?

• Selecting	more	students	in	the	same	manner doesn’t	
fix	the	tendency	to	oversample	students	who	live	on	
campus.

• A	smaller	sample	that	is	random	is	actually	more	
accurate.	

Sampling	Students



• What	is	an	advantage	of	a	larger	sample	size?	
– Less	sample	to	sample	variability.	
– Statistics	from	different	samples	cluster	more	
closely	around	the	center	of	the	distribution.	

Sampling	Students



3.	Inference	for	a	Single	
Quantitative	Variable

Section	2.2



Example	2.2:	
Estimating	Elapsed	Time

• Students	in	a	stats	class	(for	their	final	project)	
collected	data	on	students’	perception	of	time		

• Subjects	were	told	that	they’d	listen	to	music	
and	be	asked	questions	when	it	was	over.	

• 10	seconds	of	the	Jackson	5’s	“ABC”	and	
subjects	were	asked	how	long	they	thought	it	
lasted		

• Can	students	accurately	estimate	the	length?		



Hypotheses

Null	Hypothesis:	People	will	accurately	estimate	
the	length	of	a	10	second-song	snippet,	on	
average.					(μ	=	10	seconds)
Alternative	Hypothesis:	People	will	not	accurately	
estimate	the	length	of	a	10	second-song	snippet,	
on	average.	(μ	≠	10	seconds)



Estimating	Time

• A	sample	of	48	students	on	campus	were	subjects	
and	song	length	estimates	were	recorded.

• What	does	a	single	dot	represent?
• What	are	the	observational	units?	Variable?



Skewed,	mean,	median

• The	distribution	obtained	is	not	symmetric,	but	is	
right	skewed.

• When	data	are	skewed	right,	the	mean gets	pulled	
out	to	the	right	while	the	median is	more	resistant	to	
this.



Mean	vs	Median
• The	mean	is	13.71	and	the	median	is	12.
• How	would	these	numbers	change	if	one	of	the	

people	that	gave	an	answer	of	30	seconds	actually	
said	300	seconds?

• The	standard	deviation	is	6.5	sec.		Also	not	resistant	
to	outliers.



Inference
• H0:	μ	=	10	seconds
• Ha:	μ	≠	10	seconds
• Our	problem	now	is,	how	do	we	develop	a	null	

distribution?	
• Flipping	coins	will	not	work	to	model	what	would	

happen	under	a	true	null	hypothesis.
– Here	we	don’t	have	population	data	that	
reflects	our	null	hypothesis	where	μ =	10	
seconds.

– All	we	have	is	our	sample	of	48.



Population?

• We	need	to	come	up	with	a	large	data	set	that	we	
think	our	population	of	time	estimates	might	look	
like	under	a	true	null.

• We	might	assume	the	population	is	skewed	(like	our	
sample)	and	has	a	standard	deviation	similar	to	what	
we	found	in	our	sample,	but	has	a	mean	of	10	
seconds.

• The	book	recommends	using	an	applet	for	this.	We	
could	use	R,	or	do	a	(theory-based)	t-test.



Theory-Based	Test

• Using	simulations	to	create	a	population	each	time	
we	want	to	run	a	test	of	significance	is	extremely	
time	consuming	and	cumbersome.	(So	this	will	be	
the	only	time	we	will	do	it.)

• The	null	distribution	that	we	developed	can	be	
predicted	with	theory-based	methods.

• We	know	it	will	be	centered	on	the	mean	given	in	the	
null	hypothesis.

• We	can	also	predict	its	shape	and	its	standard	
deviation.



t-distribution
• The	shape	is	very	much	like	a	normal	distribution,	but	slightly	wider	

in	the	tails	and	is	called	a	t-distribution.
• The	t-statistic	is	the	standardized	statistic	we	use	with	a	single	

quantitative	variable	and	can	be	found	using	the	formula:

𝑡 =
𝑥̅ − 𝜇	
𝑠

𝑛�<
The	= >�< (standard	deviation	of	our	sample	divided	by	the	square	root	
of	the	sample	size)	is	called	the	standard	error	and	is	an	estimate	for	
the	standard	deviation	of	the	null	distribution.

Here	𝑡 = ?@.A?	B?C.C	
D.E

FG�<
= 3.95.	

p-value	=	2*(1-pt(3.95,df=47))	=	0.000261.



Validity	Conditions

• The	observations	must	be	independent.
• The	population	must	be	normally	distributed.
• The	book	says	you	need	the	sample	size	to	be	at	least	
20	for	the	t-test,	but	this	is	not	true.	However,	it	is	
often	hard	to	have	any	idea	if	the	population	is	
normal	without	having	at	least	20	observations.



Estimating	Time

Formulate	Conclusions.		
• Based	on	our	small	p-value,	we	can	conclude	that	
people	don’t	accurately	estimate	the	length	of	a	10-
second	song	snippet	and	in	fact	they	significantly	
overestimate	it.		

• To	what	larger	population	can	we	make	our	
inference?	



Summary

• When	we	test	a	single	quantitative	variable,	our	
hypothesis	has	the	following	form:
– H0:	μ	=	some	number
– Ha:	μ	≠	some	number,	µ	<	something	or	µ	>	something.

• We	will	get	our	data	(or	mean,	sample	size,	and	SD	for	
our	data)	and	use	the	Theory-Based	Inference	to	
determine	the	p-value.

• The	p-value	we	get	with	this	test	has	the	same	
general	meaning	as	those	from	a	test	for	a	single	
proportion.



4.	Significance	level,	Type	1	and	Type	
2	errors
Section	2.3



Significance	Level	

• We	think	of	a	p-value	as	telling	us	something	
about	the	strength	of	evidence	from	a	test	of	
significance.

• The	lower	the	p-value	the	stronger	the	evidence.
• Some	people	think	of	this	in	more	black	and	
white	terms.	Either	we	reject	the	null	or	not.



Significance	Level	

• The	value	that	we	use	to	determine	how	small	a	
p-value	needs	to	be	to	provide	convincing	
evidence	whether	or	not	to	reject	the	null	
hypothesis	is	called	the	significance	level.	

• We	reject	the	null	when	the	p-value	is	less	than	
or	equal	to	(≤)	the	significance	level.

• The	significance	level	is	often	represented	by	the	
Greek	letter	alpha,	α.



Significance	Level	

• Typically	we	use	0.05	for	our	significance	level.
There	is	nothing	magical	about	0.05.		We	could	
set	up	our	test	to	make	it	
– harder	to	reject	the	null	(smaller	significance	
level	say	0.01)	or

– easier	(larger	significance	level	say	0.10).



Type	I	and	Type	II	errors

• In	medical	tests:	
– A	type	I	error	is	a	false	positive.	(They	conclude	
someone	has	a	disease	when	they	don’t.)

– A	type	II	error	is	a	false	negative.	(They	conclude	
someone	does	not	have	a	disease	then	they	
actually	do.)

• These	types	of	errors	can	have	very	different	
consequences.



Type	I	and	Type	II	Errors

•



Type	I	and	Type	II	errors



The	probability	of	a	Type	I	error

• The	probability	of	a	type	I	error	is	the	
significance	level.		

• Suppose	the	significance	level	is	0.05.		If	the	null	
is	true	we	would	reject	it	5%	of	the	time	and	
thus	make	a	type	I	error	5%	of	the	time.

• If	you	make	the	significance	level	lower,	you	
have	reduced	the	probability	of	making	a	type	I	
error,	but	have	increased	the	probability	of	
making	a	type	II	error.



The	probability	of	a	Type	II	error
• The	probability	of	a	type	II	error	is	more	difficult	
to	calculate.

• In	fact,	the	probability	of	a	type	II	error	is	not	
even	a	fixed	number.		It	depends	on	the	value	of	
the	true	parameter.	

• The	probability	of	a	type	II	error	can	be	very	
high	if:
– The	true	value	of	the	parameter	and	the	
value	you	are	testing	are	close.

– The	sample	size	is	small.



Power
• The	probability	of	rejecting	the	null	hypothesis	
when	it	is	false	is	called	the	power of	a	test.

• Power	can	also	be	thought	of	as	1	minus	the	
probability	of	a	type	II	error.

• We	want	a	test	with	high	power	and	this	is	aided	
by	
– A	large	effect	size,	i.e.	a	sample	mean	far	from	
the	parameter	in	the	null	hypothesis.

– A	large	sample	size.
– A	small	standard	deviation.		


