Homework 1. Stat 202a. Due Thur, Oct 6, 10:30am.

You must work on the homework INDEPENDENTLY! Collaborating on this homework will be considered cheating. Submit your homework to me by email to stat202a@stat.ucla.edu. Your homework solution should be a single PDF document. The first pages should be your *output* from the problems above. This preferably means you typing out your answers and explaining them briefly in a clear, readable way, rather than simply cutting and pasting your R output. After that, on subsequent pages, include all your *code* for these problems. Your functions pi2 and pi3, for example, should be included in the code section.

1. Approximating *π*.

a) Write a function called *pi2(n)* that approximates *π* as a function of *n*, using the approximation π = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABoAAAAYCAYAAADkgu3FAAAC7mlDQ1BJQ0MgUHJvZmlsZQAAeAGFVM9rE0EU/jZuqdAiCFprDrJ4kCJJWatoRdQ2/RFiawzbH7ZFkGQzSdZuNuvuJrWliOTi0SreRe2hB/+AHnrwZC9KhVpFKN6rKGKhFy3xzW5MtqXqwM5+8943731vdt8ADXLSNPWABOQNx1KiEWlsfEJq/IgAjqIJQTQlVdvsTiQGQYNz+Xvn2HoPgVtWw3v7d7J3rZrStpoHhP1A4Eea2Sqw7xdxClkSAog836Epx3QI3+PY8uyPOU55eMG1Dys9xFkifEA1Lc5/TbhTzSXTQINIOJT1cVI+nNeLlNcdB2luZsbIEL1PkKa7zO6rYqGcTvYOkL2d9H5Os94+wiHCCxmtP0a4jZ71jNU/4mHhpObEhj0cGDX0+GAVtxqp+DXCFF8QTSeiVHHZLg3xmK79VvJKgnCQOMpkYYBzWkhP10xu+LqHBX0m1xOv4ndWUeF5jxNn3tTd70XaAq8wDh0MGgyaDUhQEEUEYZiwUECGPBoxNLJyPyOrBhuTezJ1JGq7dGJEsUF7Ntw9t1Gk3Tz+KCJxlEO1CJL8Qf4qr8lP5Xn5y1yw2Fb3lK2bmrry4DvF5Zm5Gh7X08jjc01efJXUdpNXR5aseXq8muwaP+xXlzHmgjWPxHOw+/EtX5XMlymMFMXjVfPqS4R1WjE3359sfzs94i7PLrXWc62JizdWm5dn/WpI++6qvJPmVflPXvXx/GfNxGPiKTEmdornIYmXxS7xkthLqwviYG3HCJ2VhinSbZH6JNVgYJq89S9dP1t4vUZ/DPVRlBnM0lSJ93/CKmQ0nbkOb/qP28f8F+T3iuefKAIvbODImbptU3HvEKFlpW5zrgIXv9F98LZua6N+OPwEWDyrFq1SNZ8gvAEcdod6HugpmNOWls05Uocsn5O66cpiUsxQ20NSUtcl12VLFrOZVWLpdtiZ0x1uHKE5QvfEp0plk/qv8RGw/bBS+fmsUtl+ThrWgZf6b8C8/UXAeIuJAAABiElEQVRIDe2Uvy5FQRDGD44IIiJxK5EsvWiUCgU6nmHr22tU5wG8gBfQeweFUq/wp1EqRCfh+8VOMrvuceLeUyjuJF9m9jvzZ2dnz1bVVHo4gTXliMJVkYv1WcGNvVxR5KvwKTy4LDOJg8ceW+oU+SZNR74InyhwKjwmW6ofuVOaslgvmWc7stDlUKAz8x3IZm5R2BM4cmBzROMPToSR4jtakgfdWRCFKGxr07HgiPEc8/8hvpB9hCOpdWQXhC5M6Awff2Ots4CTBWP/VZ5cwEuybxx37eyJCvk8Zi+bIf3u7N4L+dyZPcnRZYm6Fr4QQ94VguB5OC+LabHqyPlk+6M7Sty686u4gnZdTW+O4LYKjlvGv2Ix6EY4LLjW/0l+U8lOgHlnMpetvhfM61w4EO4FXvZSGhEfwrP7cCH7WIjCtnArMLNW4Y3DgYEOkhfPCY8r2nYbZOO3LywIQeApaoRaCMKvQkK6uhQ2kifX3QBFcm4cm7HC2FHYERqhUyw5gXWLNxv5n/IF+7FXmk9TVHsAAAAASUVORK5CYII=) √[6![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAjCAYAAACQA/olAAAC7mlDQ1BJQ0MgUHJvZmlsZQAAeAGFVM9rE0EU/jZuqdAiCFprDrJ4kCJJWatoRdQ2/RFiawzbH7ZFkGQzSdZuNuvuJrWliOTi0SreRe2hB/+AHnrwZC9KhVpFKN6rKGKhFy3xzW5MtqXqwM5+8943731vdt8ADXLSNPWABOQNx1KiEWlsfEJq/IgAjqIJQTQlVdvsTiQGQYNz+Xvn2HoPgVtWw3v7d7J3rZrStpoHhP1A4Eea2Sqw7xdxClkSAog836Epx3QI3+PY8uyPOU55eMG1Dys9xFkifEA1Lc5/TbhTzSXTQINIOJT1cVI+nNeLlNcdB2luZsbIEL1PkKa7zO6rYqGcTvYOkL2d9H5Os94+wiHCCxmtP0a4jZ71jNU/4mHhpObEhj0cGDX0+GAVtxqp+DXCFF8QTSeiVHHZLg3xmK79VvJKgnCQOMpkYYBzWkhP10xu+LqHBX0m1xOv4ndWUeF5jxNn3tTd70XaAq8wDh0MGgyaDUhQEEUEYZiwUECGPBoxNLJyPyOrBhuTezJ1JGq7dGJEsUF7Ntw9t1Gk3Tz+KCJxlEO1CJL8Qf4qr8lP5Xn5y1yw2Fb3lK2bmrry4DvF5Zm5Gh7X08jjc01efJXUdpNXR5aseXq8muwaP+xXlzHmgjWPxHOw+/EtX5XMlymMFMXjVfPqS4R1WjE3359sfzs94i7PLrXWc62JizdWm5dn/WpI++6qvJPmVflPXvXx/GfNxGPiKTEmdornIYmXxS7xkthLqwviYG3HCJ2VhinSbZH6JNVgYJq89S9dP1t4vUZ/DPVRlBnM0lSJ93/CKmQ0nbkOb/qP28f8F+T3iuefKAIvbODImbptU3HvEKFlpW5zrgIXv9F98LZua6N+OPwEWDyrFq1SNZ8gvAEcdod6HugpmNOWls05Uocsn5O66cpiUsxQ20NSUtcl12VLFrOZVWLpdtiZ0x1uHKE5QvfEp0plk/qv8RGw/bBS+fmsUtl+ThrWgZf6b8C8/UXAeIuJAAAB6ElEQVRIDe2WPUoEQRCFR10QhEUMBH+SxUAwWAXRzEQw8gAewtzMYA7gBcwMxAsYGi0sZoKp0WZmIsYK+j7pmq1tetoZEUSw4Nnd9aqqe6pfq0Xxb7/Zgb42HwR02h5kJpNwKO5SeBWGmbjW1FXIeNY42zr7TyeUOv27wKcD5gbzMe4IrYw+WiFGVEGRA+FaMA6ltDaKWYG9KHshcPeRv/HyLBRgg26UdRy4KefnS3sBzp2e+h77CB4KbfFmLTzyzro5J7WWnNcFOT+xc26dnXJpVjynBDsEhUeCPaxsca+GutdHC0qBzZt8ncKKgkuyU9P3lKESYkpPTvtFYk7CbvAPEzyureBfruGTbjam+CjJFsVi4DthpN+5+6jKmOy8bitSE3SN7jH6yyFi7cNNmF1c3aVNBIdF3QGq2FIzdudTY0NOjR5DnEgSRfsxoXVPqOMS4WMXxUikX1wcoqcVq8KJAAfatOcz2RJzY52etd/YfLMR+vyYSs5e5N0XGhVPVvhpJz1NKcH24SGALy1+0tvKWMpknYrbyPAVFRfeFEOfTafcgYGkC358x1CDLzrQmhfIyAbrQkrfck+a/xfL+rumkBvhTXgS7oRb4UFYEdDwo9DYuorkYjgVf5FTxm+uRr+9Usk/4vsA7M1nIN4nAhMAAAAASUVORK5CYII=)-2]. Evaluate *pi2(10j)* for *j = 0,1,2,...,6*.

b) Write a function *pi3(n)* that approximates *π* as a function of *n*, by simulating random points in the square with vertices (-1,-1), (-1,1), (1,1), and (1,-1), and seeing what fraction of them are in the unit circle [the circle with radius 1 centered at the origin]. Evaluate *pi3(10j)* for *j = 0,1,2,...,6*. For j=6, plot your simulated points, using different plotting symbols for simulated point inside and outside the unit circle. There is no need for you to plot the unit circle also.

2. Approximating *e*.

a) Write a function *e2(n)* that approximates Euler's constant, *e*, as a function of n. There are various ways to do this; choose one and explain which one you chose. Evaluate *e2(10j)* for *j = 0,1,2,...,6*.

b) Plot *e2(n)* as a functions of *n*, from n = 1 to 100,000.

3. Assessing estimates of the 90th percentile of 100 iid uniform(0,1) random variables.

The *R* function *quantile()* implements a somewhat complex interpolation method in order to estimate a particular quantile, such as the 90th percentile. We will compare the estimate in *quantile()* with simpler estimates.

a) Write a function that takes as input a vector of length 100 and outputs the 90th of the 100 values sorted from smallest to largest. Note that the input vector might not be sorted.

b) Write a function to find the 91st of the sorted vector of 100 values.

c) Write a function that outputs the average of the 90th and 91st of the sorted vector of 100 values.

d) For each of your functions in parts a-c, as well as the function *quantile(x,0.9)*, do the following:

(i) Generate 100 iid uniform (0,1) random variables, and calculate your estimate of the 90th percentile.

(ii) Repeat step (i) 100,000 times.

(iii) Plot the sample mean of the first *m* of your estimates, as a function of *m.*

(continued on next page)

e) Report the ultimate sample mean of your 100,000 estimates, for each of the four estimates. What are the standard errors associated with each sample mean? Which of the 4 estimates appears to be the best?