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Motivation

Define a measure of information for the purpose of optimal design of experiment
for nonregular models, such as
• Uniform Distribution pθ(y) = 1

θ 1[0,θ](y),

• Nonregular Regression [Smi94]

yi = g(θ,xi) + εi, i = 1, ..., n, εi ∼ P0,xi is the vector of ith covariate

P0 : gamma, Weibull distributions with shape parameter less than 2, etc,...

for which Fisher information, I(θ), does not exist.

Hellinger Distance and its Expansion

Distributions Pθ, θ ∈ Θ ⊆ Rd, d ≥ 1, on Y having µ-densities pθ = dPθ/dµ.

• Squared Hellinger distance h(θ, ϑ),

h(θ, ϑ) ≡ H2(Pθ, Pϑ) :=

∫
(p

1/2
θ − p1/2

ϑ )2 dµ, θ, ϑ ∈ Θ.

• Local Expansion of h(θ, ϑ)

h(θ, θ + εu) = J(θ, u)|ε|α + o(|ε|α), ε→ 0,∀u : ‖u‖2 = 1, α ∈ (0, 2].

– Hellinger Information at θ in the direction of u : J(θ, u)

– Hellinger Information at θ in the direction of u: for a sample of inde-
pendent obserations of size n: Jn(θ, u) =

∑n
i=1 Ji(θ, u)

– Index of Regularity: α

• Regular models are differentiable in quadratic mean (DQM) at θ, for which
α = 2 and J(θ, u) = 1

4u
>I(θ)u [VdV98]

• Nonregular models refer to cases where α < 2

• Reparametization Rule: If there is a differentiable function g(.) : Θ → H , such that
for every θ ∈ Θ, there is an η = g(θ) ∈ H , and pθ(y) = qη(y), for all y, then, the regularity
index of every θi, i = 1, .., d would be the same as regularity index for η : αη. Then,

J(θ, u) =
∣∣ d∑
j=1

uj
∂g(θ)

∂θj

∣∣αηJ̃(η). (1)

Let ψ : Θ→ Rq be a differentiable function with non-singular q×d derivative matrix Dψ(θ),
then Hellinger information of ψ(θ) at θ in the direction u is

Jψ(θ, u) =
∥∥Dψ(θ)u

∥∥−α
2

J(θ, u) (2)

Examples

• N(θ, σ) is DQM, with regularity index α = 2 and J(θ, u) = 1
4u
>I(θ)u.

• Uniform distribution pθ(y) = 1
θ1[0,θ](y), with α = 1, and J(θ) = θ−1

• Shifted-gamma distribution pη(z) =
(z−η)β−1

Γ(β)
e−(z−η)1[η,∞](z), β ∈ [1, 2), with regularity

index αη = β and J(η) = 1
βΓ(β)

.

• Nonregular Regression with gamma error : yi− g(θ, xi) ∼ pη, (shifted-gamma), then by (1),
αθ = β and Hellinger information at θ in the direction u of the sample is

Jn(θ, u) =

n∑
i=1

|
d∑
j=1

uj
∂g(θ,xi)

∂θj

∣∣β 1

βΓ(β)
.

Hellinger Information Inequality

Theorem 1. Let Tn = T (Yn) be any estimator of ψ(θ). Let Rψ(Tn, θ) = Eθ‖Tn − ψ(θ)‖22
be the risk. If εn,u = εn,u,θ = {3Jn(θ, u)}−1/α, and lim inf

n→∞
n−1Jn(θ, u) > 0. Let Bn(θ) be

the region whose boundary is determined by the union of {θ + εn,uu} over all directions u.
Then, for all large n,

inf
Tn

sup
ϑ∈Bn(θ)

Rψ(Tn, ϑ) &
{

inf
u

∥∥Dψ(θ)u
∥∥−α

2
Jn(θ, u)

}−2/α
=
{

inf
u
J ψn (θ, u)

}−2/α
. (3)

Hellinger Information

Definition 1. The Hellinger information of function ψ(.) at θ based on the sample is
defined as

J ψn (θ) = min
u:‖u‖2=1

J ψn (θ, u). (4)

If ψ(.) is identity function, then Jn(θ) is denoted as the Hellinger information for θ.

Definition 2. For nonregular regression models with xi ∈ [−A,A], and with design ξ =
{(wi, xi), i = 1, ...,m}, Hellinger information of θ based on design ξ is

Jξ(θ) ∝ min
u:‖u‖2=1

m∑
i=1

wi
∣∣ d∑
j=1

ui
∂g(θ, xi)

∂θj

∣∣α.

Optimal Design Based on Hellinger Information

Optimal Design for ψ(θ):
ξ∗ = arg max

ξ
J ψξ (θ).

Optimal Design based on Hellinger information corresponds to E-optimal de-
sign under regular models:

J ψn (θ) = λmin
{1

4
(Dψ(θ)>I−1

n (θ)Dψ(θ))
}−1

.

Optimal Design for Nonregular Regression Models

Theorem 2. For nonregular regression models with g(θ, xi) = θ1 + θ2xi, with α ∈ [1, 2)

ξ∗ = arg max
ξ∈Ξ

min
u:‖u‖2=1

m∑
i=1

wi
∣∣u1 + u2xi

∣∣α = {(0.5,−A), (0.5, A)}.

The following table contains a simulation result comparing optimal design to 5-, 10-, and 15-point
uniform designs. Standard error of mean square error value is recored in parentheses. Sample
size is 120 for each run of experiment, and each experiment has 1000 repeats. The estimator
used in the simulation is from [Smi94].

MSE(θ0) MSE(θ1) Sum(MSE) Design
0.00404 (0.00013) 0.00022 (0.00005) 0.00426 (0.00013) ξopt
0.00398 (0.00014) 0.00097 (0.00010) 0.00495 (0.00017) ξ5pt
0.00408 (0.00014) 0.00105 (0.00007) 0.00513 (0.00016) ξ10pt
0.00376 (0.00013) 0.00124 (0.00010) 0.00500 (0.00016) ξ15pt

Gamma(β = 1.4) distributed error, and xi ∈ [−2, 2]

Theorem 3. Nonregular quadratic regression with g(θ, xi) = θ0 + θ1xi + θ2x
2
i , with α = 1

(i.e., with exponential distributed error)

ξ∗ = arg max
ξ∈Ξ

min
u:‖u‖2=1

m∑
i=1

wi
∣∣u1 + u2xi + u3x

2
i

∣∣α
∈
{
ξw = {(1− w

2
,−A), (w, 0), (

1− w
2

, A)}, w ∈ (0, 1)

}
.

The exact value of w depends on A and can be searched numerically.

In the following simulation result table, the numerically searched optimal weight for ξ∗ for each
value of A is indicated by w∗.

Design A = 1, w∗ = 0.5 A = 2, w∗ = 0.65 A = 5, w∗ = 0.8
ξ∗ 0.00229 (0.00009) 0.00071 (0.00003) 0.00039 (0.00003)
ξ5pt 0.00484 (0.00020) 0.00176 (0.00011) 0.00107 (0.00007)
ξ10pt 0.00486 (0.00022) 0.00110 (0.00007) 0.00084 (0.00006)
ξ15pt 0.00567 (0.00028) 0.00122 (0.00006) 0.00084 (0.00006)

Further Work

• Explore Hellinger information as Bayesian prior for multidimensional pa-
rameter.

• Finding optimal design for other nonregular regression models.
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