


12-1 Multiple Linear Regression Models 

•  Many applications of regression analysis involve 
situations in which there are more than one 
regressor variable.  

•  A regression model that contains more than one 
regressor variable is called a multiple regression 
model.  

12-1.1 Introduction 



12-1 Multiple Linear Regression Models 

•   For example, suppose that the effective life of a cutting 
tool depends on the cutting speed and the tool angle. A 
possible multiple regression model could be 

where 

Y – tool life 

x1 – cutting speed 

x2 – tool angle 
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Figure 12-1 (a) The regression plane for the model E(Y) 
= 50 + 10x1 + 7x2. (b) The contour plot             
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Figure 12-2 (a) Three-dimensional plot of the 
regression model E(Y) = 50 + 10x1 + 7x2 + 5x1x2.  

(b) The contour plot 
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Figure 12-3 (a) 3-D plot of the regression model  

E(Y) = 800 + 10x1 + 7x2 – 8.5x1
2 – 5x2

2 + 4x1x2.  

(b) The contour plot 
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12-1.2 Least Squares Estimation of the Parameters 

•  The least squares function is given by 

•  The least squares estimates must satisfy 
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12-1.2 Least Squares Estimation of the Parameters 

•  The solution to the normal Equations are the least 
squares estimators of the regression coefficients. 

•  The least squares normal Equations are 
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12-1.3 Matrix Approach to Multiple Linear Regression 

Suppose the model relating the regressors to the 
response is 

In matrix notation this model can be written as 
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12-1.3 Matrix Approach to Multiple Linear Regression 

where 
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12-1.3 Matrix Approach to Multiple Linear Regression 

We wish to find the vector of least squares 
estimators that minimizes: 

The resulting least squares estimate is 
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12-1.3 Matrix Approach to Multiple Linear Regression 
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Figure 12-4 Matrix of scatter plots (from Minitab) for the 
wire bond pull strength data in Table 12-2. 
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Estimating σ2 

An unbiased estimator of σ2 is 



12-1 Multiple Linear Regression Models 

12-1.4 Properties of the Least Squares Estimators 

Unbiased estimators: 

Covariance Matrix: 
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12-1.4 Properties of the Least Squares Estimators 

Individual variances and covariances: 

In general, 



12-2 Hypothesis Tests in Multiple Linear 
Regression 
12-2.1 Test for Significance of Regression 

The appropriate hypotheses are 

The test statistic is 
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12-2 Hypothesis Tests in Multiple Linear 
Regression 
R2 and Adjusted R2 

The coefficient of multiple determination 

•   For the wire bond pull strength data, we find that R2 = 
SSR/SST = 5990.7712/6105.9447 = 0.9811. 

•   Thus, the model accounts for about 98% of the 
variability in the pull strength response. 



12-2 Hypothesis Tests in Multiple Linear 
Regression 
R2 and Adjusted R2 

The adjusted R2 is 

•   The adjusted R2 statistic penalizes the analyst for 
adding terms to the model. 

•   It can help guard against overfitting (including 
regressors that are not really useful) 



12-2 Hypothesis Tests in Multiple Linear 
Regression 
12-2.2 Tests on Individual Regression Coefficients and 
Subsets of Coefficients 

•   Reject H0 if |t0| > tα/2,n-p. 

•   This is called a partial or marginal test 
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R commands and outputs 

> dat=read.table("http://www.stat.ucla.edu/~hqxu/stat105/
data/table12_2.txt", h=T)!

> g=lm(Strength~Length+Height, dat)!

> summary(g)!

            Estimate Std. Error t value Pr(>|t|)    !

(Intercept) 2.263791   1.060066   2.136 0.044099 *  !

Length      2.744270   0.093524  29.343  < 2e-16 ***!

Height      0.012528   0.002798   4.477 0.000188 ***!

Residual standard error: 2.288 on 22 degrees of freedom!

Multiple R-Squared: 0.9811, !Adjusted R-squared: 0.9794 !

F-statistic: 572.2 on 2 and 22 DF,  p-value: < 2.2e-16 !


