


14-1 Introduction 

•  An experiment is a test or series of tests. 

•  The design of an experiment plays a major role in 
the eventual solution of the problem. 

•  In a factorial experimental design, experimental 
trials (or runs) are performed at all combinations of 
the factor levels. 

•  The analysis of variance (ANOVA) will be used as 
one of the primary tools for statistical data analysis. 



14-2 Factorial Experiments 

Definition 



14-2 Factorial Experiments 

Figure 14-3 Factorial Experiment, no interaction.             



14-2 Factorial Experiments 

Figure 14-4 Factorial Experiment, with interaction.             



14-2 Factorial Experiments 

Figure 14-5 Three-dimensional surface plot of the data from 
Table 14-1, showing main effects of the two factors A and B.             



14-2 Factorial Experiments 

Figure 14-6 Three-dimensional surface plot of the data from 
Table 14-2, showing main effects of the A and B interaction.             



14-2 Factorial Experiments 

Figure 14-7 Yield versus reaction time with temperature 
constant at 155º F.             



14-2 Factorial Experiments 

Figure 14-8 Yield versus temperature with reaction time 
constant at 1.7 hours.             



14-2 Factorial Experiments 

Figure 14-9 
Optimization 
experiment using the 
one-factor-at-a-time 
method.             
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14-3 Two-Factor Factorial Experiments 

The observations may be described by the linear 
statistical model: 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 



14-3 Two-Factor Factorial Experiments 

To test H0: τi = 0 use the ratio 
14-3.1 Statistical Analysis of the Fixed-Effects Model 

To test H0: βj = 0 use the ratio 

To test H0: (τβ)ij = 0 use the ratio 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 

Definition 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 

Example 14-1 
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14-3.1 Statistical Analysis of the Fixed-Effects Model 

Example 14-1 

Figure 14-10 Graph 
of average adhesion 
force versus primer 
types for both 
application 
methods.             



R commands and outputs 
Example 14-1: enter data by row 
> Adhesion=c(4.0, 4.5, 4.3, 5.4, 4.9, 5.6,  5.6, 4.9, 5.4, 5.8, 6.1, 6.3,  3.8, 

3.7, 4.0, 5.5, 5.0, 5.0) 

> Primer=c(1,1,1,1,1,1, 2,2,2,2,2,2, 3,3,3,3,3,3) 
> Method=c(1,1,1,2,2,2, 1,1,1,2,2,2, 1,1,1,2,2,2)  # 1=Dipping, 2=Spraying 
> g=lm(Adhesion ~ as.factor(Primer) * as.factor(Method)) 
> anova(g)    
Response: Adhesion 
                                    Df Sum Sq Mean Sq F value    Pr(>F)     
as.factor(Primer)                    2 4.5811  2.2906 27.8581 3.097e-05 
as.factor(Method)                    1 4.9089  4.9089 59.7027 5.357e-06 
as.factor(Primer):as.factor(Method)  2 0.2411  0.1206  1.4662    0.2693     

Residuals                           12 0.9867  0.0822  

> interaction.plot(Primer, Method, Adhesion) 

See ch14.R for more commands  
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14-3.2 Model Adequacy Checking 
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14-3.2 Model Adequacy Checking 

Figure 14-11 
Normal probability 
plot of the residuals 
from Example 14-1             



14-3 Two-Factor Factorial Experiments 
14-3.2 Model Adequacy Checking 

Figure 14-14 Plot of residuals versus predicted values.             



14-4 General Factorial Experiments 

Model for a three-factor factorial experiment 





14-4 General Factorial Experiments 

Example 14-2 



R commands and outputs 
Example 14-2: enter data by row 
> Roughness=c(9,11,9,10, 7,10,11,8, 10,10,12,16, 12,13,15,14) 
> Feed=c(1,1,1,1, 1,1,1,1, 2,2,2,2, 2,2,2,2) 

> Depth=c(1,1,2,2, 1,1,2,2, 1,1,2,2, 1,1,2,2) 
> Angle=c(1,2,1,2, 1,2,1,2, 1,2,1,2, 1,2,1,2) 
> g=lm(Roughness ~ Feed*Depth*Angle) 
> anova(g) 
Response: Roughness 
                 Df Sum Sq Mean Sq F value   Pr(>F)    
Feed              1 45.562  45.562 18.6923 0.002534 ** 

Depth             1 10.562  10.562  4.3333 0.070931 .  
Angle             1  3.062   3.062  1.2564 0.294849    
Feed:Depth        1  7.562   7.562  3.1026 0.116197    
Feed:Angle        1  0.062   0.062  0.0256 0.876749    
Depth:Angle       1  1.562   1.562  0.6410 0.446463    
Feed:Depth:Angle  1  5.062   5.062  2.0769 0.187512    

Residuals         8 19.500   2.438 

> par(mfrow=c(1,3)) # 
> interaction.plot(Feed, Depth, Roughness) 
> interaction.plot(Feed, Angle, Roughness) 
> interaction.plot(Angle, Depth, Roughness) 



14-4 General Factorial Experiments 
Example 14-2 


