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Abstract

Respondent-Driven Sampling (RDS) is used throughout the world to estimate prevalences and population sizes for hard-to-reach populations. Although RDS is an effective method for enrolling people from key populations (KPs) in studies, it relies on an unknown sampling mechanism and thus each individual’s inclusion probability is unknown. Current estimators rely on a participant’s network size (degree) to compute their visibility and their inclusion probability in the networked population. However, in most RDS studies a participant’s network size is attained via a self-report, and is subject to many types of misreporting and bias. We therefore propose a measurement error model to impute visibility in the context of the sample based on each participant’s self-reported network size, number of recruits, and time to recruit. These imputed visibilities can also be thought of as a way to smooth the degree distribution and bring in outliers, as well as a mechanism to deal with missing and invalid network sizes. They can be used in place of degree in existing RDS estimators. Finally, we demonstrate the performance of inference for the visibility distribution on a population of men who have sex with men (MSM) from Prishtina, Kosovo in 2014.
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1. Introduction

Respondent-driven sampling (RDS)[16] has been shown to be a cost-effective, culturally sensitive method to sample from hard-to-reach populations throughout the world. These are populations which cannot be reached through traditional probability samples and for which the sampling frames are unknown, so innovative methods are needed [8]. In particular, RDS is typically used for key populations (KPs) that are at high-risk for HIV/AIDS and related diseases. KPs identified by the World Health Organization (WHO) include people who inject drugs (PWID), female sex workers (FSW), and men who have sex with men (MSM). These populations share much of the burden of the global HIV/AIDS epidemic. Countries report HIV/AIDS prevalence rates and population size estimates among these KPs to the WHO and UNAIDS from samples conducted using RDS [9]. These estimates are used to inform policy decision, budgetary considerations, and the allocation of resources for treatment and prevention efforts.

RDS utilizes the underlying social network of the population of interest, and relies on participants in the study to recruit their peers [16]. An initial set of seeds is selected, usually via a convenience sample. After completing the survey instrument, each seed is given a small number of coupons (usually 3), which contain unique identifying information, and is told to distribute them to members of their social network who meet the study eligibility requirements. The recipients of these coupons form the first wave of the study, and are given their own coupons to distribute after participating. Recruitment continues in this manner for many waves until the desired sample size is attained. Participants often receive a small primary incentive for completing the survey instrument, and a small secondary incentive for each recruit they successfully enroll in the study.
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Because study participants rather than researchers control recruitment into the study, RDS almost always has an unknown sampling mechanism [8]. Therefore the sample is a non-probability sample and key outcome measures cannot be computed by traditional methods. Instead, several RDS estimators have been developed to attempt to account for the dependence among members of the sample and potential biases of their responses. The three main estimators are described below. Assume we are trying to estimate the prevalence of characteristic A, denoted \( P_A \), where A is, for example, being HIV positive. Let \( i \in s \) denote that individual \( i \) is in the sample, and further let \( i \in s_A \) denote that individual \( i \) is in the sample and has characteristic A. Thus \( s_A \subseteq s \). There are \(|s_A| = n_A\) people in the sample with characteristic A. The self-reported degree for individual \( i \) is \( \tilde{d}_i \). The true selection probability for individual \( i \) is \( \pi_i \).

The Salganik-Heckathorn (RDS-I) estimator [22] uses the estimated number of cross-group memberships to adjust for the RDS sampling process. The estimator is given by

\[
\hat{P}^{\text{RDS}}_A = \frac{\hat{C}_{BA} \hat{C}_{AB}}{\hat{C}_{BA} + \hat{C}_{AB} \left( \frac{\hat{D}_B}{\hat{D}_A} \right)},
\]

where \( \hat{C}_{AB} \) is the proportion of all individuals recruited by members of group A who are members of group B, \( \hat{D}_A \) is an estimate of the mean degree of individuals who are part of group A, given by \( \hat{D}_A = n_A / (\sum_{i \in s_A} 1/\tilde{d}_i) \). If the mean degree of members of group A is the same as the mean degree of members of group B, then \( P_A \) is simply the number of people in group A recruited by those in group B divided by the total number of recruits.

The Volz-Heckathorn (RDS-II) estimator [25] is given by

\[
\hat{P}^{\text{RDS-II}}_A = \frac{\sum_{i \in s_A} 1/\tilde{d}_i}{\sum_{i \in s} 1/\tilde{d}_i},
\]

where \( \tilde{d}_i \) is the self-reported degree of individual \( i \). This is a generalized Hansen-Hurwitz estimator. It is asymptotically unbiased for \( P_A \) if \( \pi_i \propto \tilde{d}_i \) for all \( i \) under the assumption of infinite population size [24].

The Successive Sampling (SS) estimator [7] adjusts the Volz-Heckathorn estimator to account for the fact that sampling proceeds without replacement (i.e., a person cannot participate twice). It is given by

\[
\hat{P}^{\text{RDS-SS}}_A = \frac{\sum_{i \in s_A} 1/\tilde{\pi}_i}{\sum_{i \in s} 1/\tilde{\pi}_i},
\]

where \( \tilde{\pi}_i \) is the estimated sampling probability of individual \( i \). This is determined using the successive sampling procedure [7]. This estimator also requires knowledge of \( N \), the population size.

These estimators all rely on accurate measures of each person’s degree \( d_i \) (personal network size). For RDS-I, the self-report \( \tilde{d}_i \) must be accurate because it is used to calculate the mean degree for members belonging to the group of interest. For RDS-II, the self-report \( \tilde{d}_i \) must be accurate because it is assumed that \( \pi_i \propto \tilde{d}_i \) for all \( i \). For RDS-SS, the self-report \( \tilde{d}_i \) must be accurate because it is assumed that \( \pi_i \propto \tilde{d}_i \) conditional on the people not yet sampled. However, in typical RDS studies, degree is self-reported (i.e., we observe only \( \tilde{d}_i \), not \( d_i \)). This means that it is subject to misreporting and bias, especially because the KPs may practice stigmatized or illegal activities [9]. Beyond these problems with self-reports, degree itself may not correspond to inclusion probability. For all three estimators, the propensity for inclusion in the sample is a function of degree. More precisely, we think of this propensity as visibility \( u_i \), where \( u_i \) is not necessarily equal to \( d_i \). Visibility cannot
be directly measured, but we can impute it from information already collected in RDS studies.

A further discussion of these biases and what we mean by visibility is provided in Section 2. Section 3 provides the model we propose to impute visibility. Results and discussion for MSM in Prishtina, Kosovo are given in Section 4, and Section 5 provides some concluding remarks.

2. Visibility in a Network Sample

The three main RDS estimators all rely on accurate measures of the self-reported network size $\tilde{d}_i$ and assume that $\tilde{d}_i = d_i$, meaning that the degree is known without error. Additionally, the implicit assumption is made that $d_i = u_i$, where $u_i$ is the visibility of individual $i$.

The first assumption, $\tilde{d}_i = d_i$, is likely not true in practice for a variety of reasons, including: (1) heaping/rounding/coarsening or other approximation methods [8]; (2) intentional misreporting, perhaps in an attempt to minimize one’s connection to a stigmatized population [2, 5, 6]; (3) unintentional misreporting, perhaps due to a lack of understanding of the question or memory recall problems [1, 3, 18, 20]. Consider a person with degree 23. An example of a heaped self-report is 20, as they are rounding to the nearest multiple of ten. Likewise, self-reporting 14 could be an example of either intentional or unintentional misreporting. Both of these values underestimate the individual’s true degree. Obviously there are also cases where overestimation occurs.

To address these problems with self-reported network size, we could attempt to infer $d_i$. However, $d_i$ is not the final quantity of interest because we believe the second assumption, $d_i = u_i$, might also be violated in many RDS studies. There are likely other factors in addition to degree that affect unit size. For example, a person may be well-connected in the network, but very unlikely to enroll in the study due to geographic barriers or scheduling concerns. What we want to impute, then, is not each participant’s degree, but their visibility in the sample.

In a traditional simple random sample, each person has the same visibility and thus the prevalence estimate $P_A$ is just $n_A/n$ because we would not need to weight the values at all. In the more complex situation of RDS, which has an unknown sampling mechanism, each individual’s response needs to be weighted differently. Intuitively, people with large visibility (i.e., those who are included in the sample with relatively high probability) should have their responses down-weighted, while those with low visibility (i.e., people who are not very likely to be included in the sample) should have their responses up-weighted. If visibility is uncorrelated with the outcome of interest, this weighting will have no effect on the prevalence estimate. However, in RDS studies, we often believe that the outcome measure (such as being HIV positive) is correlated with visibility. It is therefore important to use visibility in prevalence estimate calculations. Because we do not observe visibility directly, we need to impute it. A model to impute visibility is given in Section 3.

3. Inference for the Visibility Distribution

Visibility is not directly observable, so we impute a value for each individual based on information collected during the RDS study. To do this, we use three pieces of information collected during the RDS study to make inferences about the visibility distribution for each individual: the self-reported degree ($\tilde{d}_i$), the number a recruits a person enrolls ($r_i$), and the time they had to recruit ($t_i$). Assuming $\tilde{d}_i$ and $r_i$ are conditionally independent given the unit size $u_i$, then $p(\tilde{d}, r) = p(\tilde{d} | u) p(r | u) p(u)$. In this framework, degree depends only
on unit size, but number of recruits depends on both unit size and the time a person had to recruit. Thus we can write

\[ p(\tilde{d}, r) = p(\tilde{d}|u) p(r|u, t) p(u). \]  

(4)

We now describe a model for each of these pieces.

### 3.1 Measurement error model for self-reported degree \( \tilde{d}_i \)

We would like the model for the \( \tilde{d}_i|u_i \) to capture proportional inflation of the self-reported degree relative to the visibility, and to allow for relative error of the self-reported degrees about this inflated value. This allows us to view the self-reported degrees as the visibility plus error (i.e., heaping), where the size of the error depends on the magnitude of the self-report. For \( i = 1, \ldots, n \), let

\[ \tilde{d}_i|u_i \sim \text{PoissonLogNormal}(\log u_i + \gamma, \sigma^2), \]

(5)

where PoissonLogNormal is the Poisson-Log Normal compound distribution [4]. Here, \( \log \) allows for proportional inflation of the self-reported degree relative to the visibility, and \( \sigma \) allows for relative error around the inflated value. For example, someone who reports a network size of 5 may have rounded that number from 4 or 6, but likely not from 27. However a person who reports a network size of 200 may in fact have degree 227.

### 3.2 Model for number of recruits \( r_i \)

The number of recruits a person is able to enroll, \( r_i \), is an integer between 0 and \( m_i \), the maximum number of people respondent \( i \) was allowed to recruit (the number of coupons they have to distribute, usually 3). We assume \( r_i \) depends on person \( i \)'s visibility, \( u_i \), and their probability of being recruited, \( o_i \). For \( i = 1, \ldots, n \), let

\[ r_i|u_i, t_i = \min(m_i, \text{Bin}(u_i, o_i)), \]

(6)

where we additionally model \( o_i \) based on the time to recruit via

\[ \text{logit}(o_i|t_i) = \beta_0 + \beta_1 t_i. \]

(7)

Intuitively, we get a value for the number of recruits a person should have been able to enroll in the study based on their visibility and time to recruit. If the number they actually recruited in less than this, their network size may overestimate their visibility.

### 3.3 Model for visibility \( u_i \)

We model the visibilities via a negative binomial distribution conditional on them being positive. This is motivated as a mixture of Poisson distributions for each individual with mean drawn from a Gamma distribution with shape \( \mu > 0 \) and scale \( \alpha > 0 \):

\[ u_i \sim \text{NB} \left( \mu, \frac{\alpha}{1 + \alpha} \right). \]

(8)
3.4 Joint distribution

We can then combine these three pieces to get the joint likelihood of the observed data:

$$
\mathcal{L}[\gamma, \sigma, \beta_0, \beta_1, \mu, \alpha | \tilde{d}, r] \propto p(\tilde{d}, r | \gamma, \sigma, \beta_0, \beta_1, \mu, \alpha)
$$

$$
= p(\tilde{d} | u, \gamma, \sigma) p(r | u, \beta_0, \beta_1) p(u | \mu, \alpha)
$$

(9)

The joint likelihood can be maximized using standard statistical tools to obtain maximum likelihood estimates of $\gamma$, $\sigma$, $\beta_0$, $\beta_1$, $\mu$, and $\alpha$. We can then make a random draw from $p(u | \tilde{d}, r; \gamma, \sigma, \beta_0, \beta_1, \mu, \alpha)$, and use this as the individual’s imputed visibility. These imputed visibilities can then be used in place of self-reported degree in any of the prevalence estimators described in Section 1. In addition to prevalence estimates, imputed visibilities can also be used to improve performance for population size estimates [17], using the Successive Sampling-Population Size Estimation (SS-PSE) method [14, 15]. In this paper we demonstrate the application of imputed visibilities to prevalence estimation.

4. Analysis of HIV Prevalence Among MSM in Kosovo

We impute the participant visibilities for MSM in Prishtina, Kosovo from 2014 and examine performance for prevalence estimates. Prevalence estimates were obtained using the Salganik-Heckathorn (RDS-I), Volz-Heckathorn (RDS-II), and Successive Sample (SS) estimators.

The data are from the third round of the Integrated Behavioral and Biological Surveillance (IBBS) surveys among men who have sex with men (MSM) in Prishtina, Kosovo conducted in July, August, and September of 2014 [11]. The third round of the Kosovo HIV IBBS surveys were funded by the Global Fund to fight HIV/AIDS, Tuberculosis and Malaria (GFATM) through the Community Development Fund (CDF), Prishtina, Kosovo, and implemented by the National Institute of Public Health (NIPH), Prishtina, Kosovo.

Figure 1 compares participants’ self-reported network size to their imputed visibility. In the self-report data, note that many people are grouped around 0 with very low network size, but that there are also several large outliers over 100, including one person who reported 300. Note that the response of 300 is likely a rounded response. Although these values may represent the true personal network sizes of these individuals, they may not correspond to such a large difference in their relative visibilities. The histogram on the right shows imputed visibility. Here, the large outliers have been reduced to under 100, and the small values were also shifted away from 0. Overall, the imputation procedure smooths the distribution of network size and provides values that more plausibly correspond to individual’s visibilities.

Although HIV status would generally be the outcome variable of interest in these populations, because few people in the sample were HIV positive (5 of $n = 215$ MSM) we instead demonstrate visibility imputation for other outcome measures. We consider two questions: (1) “Did you have any casual male partners$^1$ with whom you had anal sex in the past one year?” (2) “In the last six months, did you use a condom the last time you had anal intercourse with any male partner?” For the first question, possible answers were Yes and No. For the second question, possible answers were Yes, No, and Not Applicable. For both cases, we estimate the prevalence of a Yes response. Both of these questions are of interest because they are potentially correlated with HIV status.

$^1$For this question, a casual male partner was defined as: a man with whom you occasionally have or once had sex without being in a relationship.
Figure 1: Comparison of self-reported network size (left) and imputed visibility (right) for MSM in Prishtina, Kosovo in 2014.

Table 1: Comparison of prevalence estimates for the question: “Did you have any casual male partners with whom you had anal sex in the past one year?” among MSM is Pristina, Kosovo. For network size, SR indicates that the self-report was used, and IV denotes imputed visibility.

Table 2 compares the prevalence estimates using the RDS-I, RDS-II, and RDS-SS estimators, using self-reported network size (SR) and imputed visibility (IV), for question (2). Although these estimates use the same self-reported network size and imputed visibility as those in Table 1, here all three estimates based on imputed visibility as smaller than those based on self-reported network size. The estimates based on imputed visibility have larger standard errors, but all point estimates are still contained within the confidence intervals for all other estimates.

In addition to providing improved estimates in cases where participants provided plausible but possibly biased network sizes, the visibility imputation method also provides a mechanism to deal with missing or erroneous cases. If a person’s network size is missing, we can impute it based on the average degree in the sample and their own number of recruits and time to recruit. If a person reported an impossible value (for example 0 when

---

2The SS estimator requires knowledge of the population size, N. Here we use \( N = 5214 \), provided as the best guess for the population size in the HIV Integrated Behavioral and Biological Surveillance Surveys – Kosovo report[11]. This number is based on a combination of population size estimates using a variety of methods.
Table 2: Comparison of prevalence estimates for the question: “In the last six months, did you use a condom the last time you had anal intercourse with any male partner?” among MSM in Pristina, Kosovo. For network size, SR indicates that the self-report was used, and IV denotes imputed visibility.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Network size</th>
<th>Point estimate</th>
<th>Standard error</th>
<th>95% Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>RDS-I</td>
<td>SR</td>
<td>0.7096</td>
<td>0.0335</td>
<td>(0.6440, 0.7753)</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.6518</td>
<td>0.0408</td>
<td>(0.5720, 0.7317)</td>
</tr>
<tr>
<td>RDS-II</td>
<td>SR</td>
<td>0.7200</td>
<td>0.0524</td>
<td>(0.6173, 0.8227)</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.6633</td>
<td>0.0818</td>
<td>(0.5030, 0.8235)</td>
</tr>
<tr>
<td>RDS-SS</td>
<td>SR</td>
<td>0.7192</td>
<td>0.0516</td>
<td>(0.6181, 0.8204)</td>
</tr>
<tr>
<td></td>
<td>IV</td>
<td>0.6641</td>
<td>0.0798</td>
<td>(0.5077, 0.8205)</td>
</tr>
</tbody>
</table>

they were recruited into the study by someone, or 1 when they recruited two people), we can impute using that person’s smallest possible degree in place of the self-reported network size. For example, a person in wave 3 who recruited two people must have degree of at least 3. This situation occurred for the Pristina, Kosovo MSM data. Several participants self-reported their network size as 1, but recruited multiple people into the study. Inference for the visibility distribution provides a framework to handle missing and impossible values of network size.

5. Conclusion

Using self-reported personal network size as a proxy for an individual’s inclusion probability is problematic both because of misreporting and bias on the network size variable, and because other factors besides degree influence a person’s likelihood to be sampled. We model visibility as a function of self-reported degree, number of recruits enrolled, and time to recruit to obtain imputed values that can be used in place of the self-reported degree in standard RDS estimators. Application of the method to MSM in Pristina, Kosovo provides promising results. Further study is warranted to assess the performance of visibility imputation in a broader setting. In particular, the authors wish to perform a variety of simulation studies to assess how visibility imputation adjusts for different types of bias and how it compares to standard estimators using self-reports in situations where the true prevalence is known.

Inference for the visibility distribution is implemented via the `impute.visibility` function in the `RDS` package [13] of the R programming language. It is also available as part of the RDS Analyst software package [12].
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