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Statistics 100B Instructor: Nicolas Christou

Practice 4 - solutions

EXERCISE 1
We know that X ~ b(n,p).

a. The likelihood function is L(p) = p*(1 — p)"~* and the log-likelihood InL(p) = xlnp + (n — x)In(1l — p). To find the
value of p that maximizes the log-likehood we differentiate the previous expression w.r.t. p and set it equal to zero:
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b. We first find the variance of p. Var(p) = Var(%) = VMQ(I) = w = Var(p) = P(ln P Now we must show
that this is equal to the lower bound of the Cramer Rao 1nequahty We need the second derivative of the log-pdf
function (Bernoulli function P(Y = y) = p¥(1 — p)t—¥: %f;(y) = 71)% - (1_;;"’)2. Therefore E(— %f(y))
—p% - (ll_;ppﬂ = —ﬁ. The Cramer-Rao inequality says that any unbiased estimator must have variance at least:
Var(d) > ———+———. Therefore Var(f) > —— = 2d-P) ' which is the variance of p. Therefore the mle of p

nE(J”;iJ;@)) P(1—p) "

attains the Cramer-Rao inequality.

¢. When n = 10, X = 5 the log-likelihood function is InL(p) = 5lnp + (10 — 5)in(1 — p). Place InL(p) on the vertical axis
and p on the horizontal axis. Then compute InL(p) for different values of p (try p = 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9).
You will see that the maximum of the log-likelihood function is found when p = 0.5 which is the mle p = % = % = 0.5.

EXERCISE 2 "

We need the likelihood fuction which is L(p) = p™(1 7p)zi:1 #i7™  The log-likelihood is InL(p) = nlnp+(2?:
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and maximizing it w.r.t. p we get
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EXERCISE 3 N
Since p is known, the maximum likelihood estimator of o2 is 2 = %Z?Zl(m, — p)2. Its expected value is FE(02) =

B(LY " (wi—w?) =237 Ewi—p)?) = "#‘2 = 02, Therefore it is unbiased.

EXERCISE 4

.~ 2 2
We must first compute the variance of i and Z. They are: Var(i) = Var(wfzm) = 61% and Var(Z) = %-. The relative
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efficieny of i with respect to Z is %.
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EXERCISE 5
We are given X1 ~ N(p,01), andX2 ~ N(p,02). Also 0 < w < 1.

a. B(wZi 4+ (1 —w)Z2) =wE(Z1)+ (1 —w)E(@2) =wp+ (1 —w)p = p.

b. We want to minimize the variance of wZi + (1 — w)Z2.
minimize Var(wzi + (1 — w)Z2) w.r.t w

2 2
minimize w? Gl +(1— )2% w.r.t. w
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EXERCISE 6
Find the mle of the parameter A\ of the Poisson distribution:
The likelihood function is L(z1,- -+, Zn; ) = %, and the log-likelihood function is InL(z1,- -, zn;A) = —An +
Z?:i z1lnX — In(z1!- - - xn). We want to find the value of A that maximizes the previous expression:
—‘%@\L =-—n+ L:ljlxl =0=>A=2
EXERCISE 7

We need to show that & is unbiased estimator of p and that Var() =0 as n — oo.

E(%) = np = p, so it is unbiased.
V‘”"( )= %21)) p(1L P) which is equal to zero as n — oo.

Therefore % is a consistent estimator of p.



EXERCISE 8 )
We know that % ~ x%_l. We need to show that s2 is unbiased estimator of 02 and that vars? = 0 as n — oco.

- 2 — . . .
B 0;)5 Y=n—1= Es? = 0227_} = o2, so it is unbiased.

2
Var(%) =2(n—1)= Vars? = ?5;171)12) ot = Vars? = % which is equal to zero as n — co.
2

Therefore s2 is a consistent estimator of o2.
EXERCISE 9

o _ p-p) _ X0-%)

The esimate of p is p = %, and the estimate of o2 is 62 = . To see whether 62 is an unbiased estimator of
2

is
n n
o2 we need to find its expected value. We will need E(X) = np, and E(X?) = 02 + p? = np(1 — p) + (np)? = np — np? +n2p?.
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It is not unbiased but we can multiply it by the reciprocal of 1 — % which is # to make it unbiased. Therefore, %&2 is

unbiased estimator of w.

EXERCISE 10

We are given that X; ~ N(u, \/%) The likelihood function of X1, Xo, -, X, is

n 1 " s — )2
L = (271_0,2)771—[?:1 /TU’L' e 202 Zi:l wi (x5 —p) .
And the log-likelihood is

n
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InL = fgln(27r02) + InIl}_; Vw; — 552 Zwl(a:l — ).
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First we find the mle of u:
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Now the mle of o2:
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EXERCISE 11
Let X1,X2,--+, X, be an i.i.d. random sample from N(u, o).

a. Which of the following estimates is unbiased? Show all your work.
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62 =

Answer:
The sample variance (S?) is unbiased (please see class notes). The mle of 2 is biased. We can write it as follows:

22 ?:1(X" - X)? _ o2 (n-1)$?
o = = — .

n n o2

Therefore,




b. Which of the estimates of part (a) has the smaller MSE? The MSE is equal to: MSE = Var(d) + B2. We need to

2

4
find the variance of each of the estimators. We have shown in class that Var(S?) = 2%+ . To find the variance of &2

2 _ 2 —
Var(6?) = Var o n=1S = 2(n 1)04.
n o2 n?2

The bias of S? is zero (it s unbiased). Therefore,

2 4
MSE(S?) = Var(s?) = 22
n—1
The bias of 62 is equal to:
-1 2
B:E(&Q)foj:n o2 —ot=-2.
n
And its MSE s equal to:
) ) 2(n —1) ot 2n—1
MSE(62) = Var(6%) 4+ B2 = TG‘* 5= ot

We can easily see that

MSE(6%) _
MSE(S?)



EXERCISE 12
Let X1, X2, -, Xn be an i.i.d. random sample from a normal population with mean zero and unknown variance 2.

a. Find the maximum likelihood estimate of o2.
Answer:

Solve for o2 to get: 62 =

b. Show that the estimate of part (a) is unbiased estimator of o2.
Answer:

n

*oox? o2 = xr; —0 o2 o2
B*) =B (’—1 ) =T e (Y ) = Teed) = Tn=02
n e n n
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c. Find the variance of the estimate of part (a). Is it consistent?
Answer:

n2
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It is consistent because it is unbiased and its variance is equal to zero as n — oo.
E(6%) = 02 and
. 204
lim — =0
n—oo N

d. Show that the variance of the estimate of part (a) is equal to the Cramer-Rao lower bound.
Answer:

1 1 122
2 2
= —ZIn(27) = Zln(c?) = = 2.
) 2 (27) 2 (@) 2 02

Inf(z) = In(2m02)"% —

We find now the first and second derivatives w.r.t. o2.
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Therefore, 62 is MVUE.



