University of California, Los Angeles

Department of Statistics
Statistics 100B Instructor: Nicolas Christou
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EXERCISE 1
Let X1, X2, -+, Xp be independent and identically distributed random variables from a Poisson distribution with parameter A.
We know that the maximum likelihood estimate of A is A = Z.

a. Find the variance of .
Answer:
- X e+ X AA
Var(X) = Var (M> = n—2 = —.
n n n

b. Is A an MVUE?
Answer: We need to find the lower bound of the Cramer-Rao inequality:
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Let’s find the first and second derivatives w.r.t. A.
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Therefore, A is MVUE.

c. Is A a consistent estimator of \?

Answer:
It is consistent because it is unbiased and its variance is equal to zero as n — co.
E()\) = X and

lim — =0
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EXERCISE 2

Suppose that two independent random samples of n1 and ng observations are selected from two normal populations. Further,
assume that the populations possess a common variance o2 which is unknown. Let the sample variances be Sf and Sg for
which E(S?) = 0% and E(S2) = o2

a. Show that the pooled estimator of o2 that we derived in class below is unbiased.

(nl - 1)5% + (TLQ - I)Sg
ny +ng — 2

5% =

Answer:
Both Sf and SS are unbiased estimators of o2. Therefore:

(n1 = 1SF + (n2 = 1S3\ _ (n1 = 1)E(S?) + (n2 — 1) E(S3)
o ny+ne —2

E(S?)=E (
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(n1 — 102 + (n2 — 1)0? 52
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. Find the variance of S2.

Answer:
1)52

We use the result that (";72 ~ X?z—l as follows:

(n1 + ngo — 2)52 = (n1 — 1)5% + (n2 — 1)55

Or

(77,1 +ng — 2)32 (n1 — 1)5% (77,2 — 1)5;

2 = 2 +
o o

Therefore,

(n1 + no — 2)S2 2

2z ~ Xni+ng—2
Finally,
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EXERCISE 3
Suppose Y; = Bi1x; + €;. In this simple regression model through the origin z; is non-random, (3; is unknown parameter, and
€ ~ N(0,0).

a. Find the mean of Yj.

b. Find the variance of Y.

c. What distribution does Y; follow? Write the pdf of Y;.

d. Write down the likelihood function based on n observations of Y and =z.
e. Find the maximum likelihood estimate of 31. Denote it with ,5’1.

f. Show that Bl is unbiased estimator of 3.

g. Find the variance of Bl-

h. What is the distribution of 31 ?

i. Find the maximum likelihood estimate of o2.

Solution:
Let Y; = Bix; + €, where ¢; ~ N(0,0). The z;’s are non-random.

a. BE(Y;) = Biz;.
b. var(¥;) = o?
c. Y; ~ N(Bizi,0). And its pdf function is:
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e. From part (d) we can write the log-likelihood function:

n
n 1 Yi — B1Ti o
In(L) = —=In(c?2n) — = LTy,
n(L) = —Zin(e*2m) = 2 ) (=)
i=1
To find the estimate of 81 we take the partial derivative of the log-likelihhod w.r.t. to 31, set it equal to zero and solve:
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Solving for 81 we get:
D Tl
YT
f. The previous estimate is unbiased because:

R Tz E(y
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g. The variance of this estimate is:
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h. Distirbution of /3’1:

Br ~ N(Bi, )-
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i. Maximum likelihood of o2:

Oln(L)
O0?

n n A 2
_n 1 9 o Do (i = Pry)
__ﬁ_‘—ﬂg (yi = f17i)" = 0= 6" = =+,
i=1



EXERCISE 4
a. We need to find first the mean of X:
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Therefore the method of moments estimator of 6 is g =z=0=3z

b. Yes,  is unbiased because E() = 3E(z) = 3u = 3% =0.

c. We need to find first the variance of X:

var(X) = EX? — (B(X))? =

Thererfore, var(f) = var(3z)

d. Yes, 0 is consistent because it is unbiased, and its variances goes to zero as n goes to infinity.

EXERCISE 5

a. Using the method of moments we get:
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From the two expressions above we get:
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b. E(X)=%5 =2=0=37.
c. The estimator of part (b) is consistent because:
. . . N — 2, _ 230 _
1. It is unbiased: E(¢) = 5u= 5% =0.
i\ — 402 _ 4902 _ 02 .
2. var(0) = 3% = 595,, = 3, —~ 0asn — oo.

EXERCISE 6
We need to find first the cdf of X:

F(X):/ 303u"4du = |
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a. Therefore the pdf of Xy is:
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b. The mean of X1y
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EXERCISE 7
Solution:

a. We must show that the sum of the residuals is equal to zero.

Zez Z(yz 7i) —Z(i*BO*lei):

i=1 =1
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b. The cov(Y,31) = 0 because:

. z; — 3)Y;
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Note: Zn (z; — ) = 0 and cov(Y;,Y}) = 0 because the Y’s are independent.

EXERCISE 8
Solution:
cov(es,ej) = cov(Y; — Z,Y Y ) = cov(Y; — BO - ﬁAlxi,Y} - ,@0 - lej)
= cov(Y; =YV + 517 — Bz, Y; — ¥V + Bz — Brzy,)
= cov (YI —Y — B (= —-I),Y; — 177,631(:13]' f:E))
= cou(Y,Yj) — cou(Y, V) — (a5 — Beov(Yi, )
—cov(Y,Y;) +var(Y) + (zj — &)cov(Y, B1)
—(z; — 2)cov(B1, Y5) + (zi — 2)eov(Br, ¥) + (z: — 7)(z; — T)var(B1)
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