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Statistics 100B Instructor: Nicolas Christou
Homework 4

EXERCISE 1
Let (X;,Y;),i =1,2,...,n be a random sample from a bivariate normal distribution (the n pairs are inde-

pendent). Consider the vector W = ( é >, where X = (X1, Xs,...,X,) and Y = (Y1,Y5,...,Y,,). Find
the distribution of W.

EXERCISE 2
Suppose €, €1, .. ., €, are independent N(0,0) and let Y; = ¢; + ce;—1, where ¢ is a known constant. Show
Y,
Y,
that Y = . follows multivariate normal. What is the mean and variance covariance matrix?
Y,
EXERCISE 3
Suppose X1, Xa, X5 be independent random variables that follow I'(a;,1),7 = 1,2, 3 distribution. Let
X
v, = — =1L
X1+ Xo+ X3
X
Y, = — %2
X1 +Xo+ X3
Y; = X1 +Xo+X3

denote 3 new random variables. Show that the joint pdf of Y7, Y5 is given by

fy,y2) = E((sll);(zz;(aoi)) Y st T (1 =y — )

Otgfl

(Random variables that have a joint pdf of this form follow the Dirichlet distribution.)

EXERCISE 4 ) )
Let )(17 [N ,Xn iid. N(‘u,(')') Let Q1 = X and Q2 = X1 — X. Show that MQl,QQ(t,s) = MQl (t)MQ2 (S)

EXERCISE 5
1
1
Let X ~ N, (pu1,3), where1 = | . |, and 3 is the variance covariance matrix of X. Let ¥ = (1—p)I+pJ,
1
10 0 O 11 1 1
01 0 O 1
with p > —ﬁ7 I= . . and J = L . . Therefore, when p = 0 we have
00 0 1 11 1 1

X ~ N, (p1,T), and in this case we showed in class that X and )./, (X; — X)? are independent. Are they
independent when p # 07



