Method of maximum likelihood

Suppose \( x_1, x_2, \ldots, x_n \) is a random sample of size \( n \) from a distribution that has parameter \( \theta \). The joint probability density of these \( n \) random variables is

\[
f(x_1, x_2, \ldots, x_n; \theta)
\]

We also refer to this function as the likelihood function and it is denoted with \( L \). In this function the parameter \( \theta \) is unknown and it will be estimated with the method of maximum likelihood. In principle, the method of maximum likelihood consists of selecting the value of \( \theta \) that maximizes the likelihood function (the value of \( \theta \) that makes the observed data more likely).

Since \( x_1, x_2, \ldots, x_n \) are independent the likelihood function can be expressed as the product of the marginal densities:

\[
L = f(x_1, x_2, \ldots, x_n; \theta) = f(x_1; \theta) \times f(x_2; \theta) \times \cdots \times f(x_n; \theta)
\]

We will maximize this function w.r.t. \( \theta \). It is often easier to maximize the log likelihood function w.r.t. \( \theta \). Therefore, we will take the derivative of the log likelihood function w.r.t. \( \theta \), set it equal to zero and solve for \( \theta \). The result will be denoted with \( \hat{\theta} \) and we refer to it as the mle of the parameter \( \theta \).

Example:
Let \( X_1, X_2, \ldots, X_n \) be a random sample of size \( n \) from an exponential distribution with parameter \( \lambda \). Find the mle of \( \lambda \).
Example:
Let $X_1, X_2, \ldots, X_n$ be a random sample of size $n$ from a normal distribution with mean $\mu$ and variance $\sigma^2$. Find the mle of $\mu$ and $\sigma^2$. 
Method of maximum likelihood - An empirical investigation

We will estimate the parameter $\lambda$ of the exponential distribution with the method of maximum likelihood. Let $X \sim \text{exp}(2)$ (see figure below).

Let’s pretend that $\lambda$ is unknown. From this distribution we will select a random sample of size $n = 100$ (see observations on the next page). This sample gave $\sum_{i=1}^{100} x_i = 49.86463$ and sample mean $\bar{x} = 0.4986463$. Therefore, the method of maximum likelihood estimate of $\lambda$ is:

$$\hat{\lambda} = \frac{1}{\bar{x}} = \frac{1}{0.4986463} = 2.005429.$$

For different values of the parameter $\lambda$ we compute the log-likelihood function as follows:

$$\ln(L) = n \ln(\lambda) - \lambda \sum_{i=1}^{100} x_i$$

These calculations are shown on the next page. We then plot the values of the log likelihood function against $\lambda$ and we observe that the maximum occurs at the value of $\lambda = 2.005429$ that was computed above.
Observations of a random sample of size $n = 100$ from exponential distribution with $\lambda = 2$:

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>lnL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00000</td>
<td>-30.41417</td>
</tr>
<tr>
<td>1.10000</td>
<td>-35.23087</td>
</tr>
<tr>
<td>1.20000</td>
<td>-41.81862</td>
</tr>
<tr>
<td>1.30000</td>
<td>-51.41042</td>
</tr>
<tr>
<td>1.40000</td>
<td>-62.97689</td>
</tr>
<tr>
<td>1.50000</td>
<td>-77.11793</td>
</tr>
<tr>
<td>1.60000</td>
<td>-93.45470</td>
</tr>
<tr>
<td>1.70000</td>
<td>-112.11838</td>
</tr>
<tr>
<td>1.80000</td>
<td>-133.17372</td>
</tr>
<tr>
<td>1.90000</td>
<td>-156.61621</td>
</tr>
<tr>
<td>2.00000</td>
<td>-182.56283</td>
</tr>
<tr>
<td>2.10000</td>
<td>-211.06354</td>
</tr>
<tr>
<td>2.20000</td>
<td>-242.13072</td>
</tr>
<tr>
<td>2.30000</td>
<td>-275.77937</td>
</tr>
<tr>
<td>2.40000</td>
<td>-311.91541</td>
</tr>
<tr>
<td>2.50000</td>
<td>-350.54175</td>
</tr>
<tr>
<td>2.60000</td>
<td>-391.76718</td>
</tr>
<tr>
<td>2.70000</td>
<td>-435.60885</td>
</tr>
<tr>
<td>2.80000</td>
<td>-482.96457</td>
</tr>
<tr>
<td>2.90000</td>
<td>-533.93242</td>
</tr>
<tr>
<td>3.00000</td>
<td>-588.41474</td>
</tr>
<tr>
<td>3.10000</td>
<td>-646.42832</td>
</tr>
<tr>
<td>3.20000</td>
<td>-708.07748</td>
</tr>
<tr>
<td>3.30000</td>
<td>-773.35941</td>
</tr>
<tr>
<td>3.40000</td>
<td>-842.37939</td>
</tr>
<tr>
<td>3.50000</td>
<td>-915.14888</td>
</tr>
<tr>
<td>3.60000</td>
<td>-991.68469</td>
</tr>
<tr>
<td>3.70000</td>
<td>-1072.07314</td>
</tr>
<tr>
<td>3.80000</td>
<td>-1156.31917</td>
</tr>
<tr>
<td>3.90000</td>
<td>-1244.43971</td>
</tr>
<tr>
<td>4.00000</td>
<td>-1336.43575</td>
</tr>
<tr>
<td>4.10000</td>
<td>-1432.29883</td>
</tr>
</tbody>
</table>

Values of the log likelihood function for different $\lambda$: 

![Log likelihood values](image-url)
Plot of the log likelihood function against $\lambda$:
Properties of estimators, method of maximum likelihood - Examples

Example 1:
Let $X$ follow the uniform distribution on the interval $(0, \theta)$. Find the mle of $\theta$.

Example 2:
Let $f(x; \theta) = \theta x^{\theta-1}, \ 0 < x < 1, \ 0 < \theta < \infty$. Find the mle of $\theta$.

Example 3:
Let $f(x; \theta) = e^{-(x-\theta)}, \ 0 < x < \infty, \ \theta < x$. Find the mle of $\theta$.

Example 4:
Suppose that $X_1, \ldots, X_m$ representing yields per acre for corn variety $A$, is a random sample from $N(\mu_1, \sigma)$. Also, $Y_1, \ldots, Y_n$ representing yields for corn variety $B$, is a random sample from $N(\mu_2, \sigma)$. If the two samples are independent, find the maximum likelihood estimate for the common variance $\sigma^2$. Assume that $\mu_1$ and $\mu_2$ are unknown.

Example 5:
Let $X_1, \ldots, X_n$ denote a random sample from the probability density function $f(x; \theta) = (\theta + 1)x^\theta, \ 0 < x < 1, \ \theta > -1$. Find the mle of $\theta$.

Example 6:
In a random sample of 100 men 25 areDemocrats, and in a random sample of 100 women 30 are Democrats. The two samples are independent. Assume that $p_M$ is the true proportion of Democrats among all men, and $p_W$ is the true proportion of Democrats among all women. Suppose that $p_M = p_W = p$. Find the mle of the common proportion $p$.

Problem 7
Let $X_1, X_2, \ldots, X_n$ be an i.i.d. random sample from $N(\mu, \sigma)$.

a. Which of the following estimates is unbiased? Show all your work.

$$\hat{\sigma}^2 = \frac{\sum_{i=1}^{n} (X_i - \bar{X})^2}{n}, \ \hat{S}^2 = \frac{\sum_{i=1}^{n} (X_i - \bar{X})^2}{n - 1}$$

b. Which of the estimates of part (a) has the smaller $MSE$?

Problem 8
Let $X_1, X_2, \ldots, X_n$ be an i.i.d. random sample from a normal population with mean zero and unknown variance $\sigma^2$.

a. Find the maximum likelihood estimate of $\sigma^2$.

b. Show that the estimate of part (a) is unbiased estimator of $\sigma^2$.

c. Find the variance of the estimate of part (a). Is it consistent?

d. Show that the variance of the estimate of part (a) is equal to the Cramer-Rao lower bound.
Problem 9
Let $X_1, X_2, \ldots, X_n$ denote an i.i.d. random sample from the exponential distribution with mean $\frac{1}{\lambda}$.

a. Derive the maximum likelihood estimate of $\lambda$.

b. Find the Cramer-Rao lower bound of the estimator of $\lambda$.

c. What is the asymptotic distribution of $\hat{\lambda}$?

Problem 10
Let $X_1, X_2, \ldots, X_n$ be independent and identically distributed random variables from a Poisson distribution with parameter $\lambda$. We know that the maximum likelihood estimate of $\lambda$ is $\hat{\lambda} = \bar{x}$.

a. Find the variance of $\hat{\lambda}$.

b. Is $\hat{\lambda}$ an MVUE?

c. Is $\hat{\lambda}$ a consistent estimator of $\lambda$?

Problem 11
Suppose that two independent random samples of $n_1$ and $n_2$ observations are selected from two normal populations. Further, assume that the populations possess a common variance $\sigma^2$ which is unknown. Let the sample variances be $S_1^2$ and $S_2^2$ for which $E(S_1^2) = \sigma^2$ and $E(S_2^2) = \sigma^2$.

a. Show that the pooled estimator of $\sigma^2$ that we derived in class below is unbiased.

$$S^2 = \frac{(n_1 - 1)S_1^2 + (n_2 - 1)S_2^2}{n_1 + n_2 - 2}$$

b. Find the variance of $S^2$.

Problem 12
In a basket there are green and white marbles. You randomly select marbles with replacement until you see a green marble. You found the first green marble on the $10th$ trial. Then, your friend does the same. He randomly selects marbles until he obtains a green marble. His green marble was seen on the $15th$ trial. Use the method of maximum likelihood to find an estimate of $p$, the proportion of green marbles in the basket.
Theorem
Asymptotic efficiency of maximum likelihood estimates.
Why do maximum likelihood estimates have an asymptotic normal distribution? Let $X_1, X_2, \ldots, X_n$ be i.i.d. random variables from a probability density function $f(x|\theta)$. Then if $\hat{\theta}$ is the MLE of $\theta$ the theorem states that $\hat{\theta} \sim N(\theta, \sqrt{\frac{1}{n}I(\theta)})$.

Proof
We will use Taylor series. This says that for a function $h$
\[ h(y) \approx h(y_0) + h'(y_0)(y - y_0). \]

Start with the likelihood function 
\[ L = \prod_{i=1}^{n} f(x_i|\theta). \]

Then the log-likelihood is 
\[ \ln(L) = \sum_{i=1}^{n} \ln f(x_i|\theta). \]

Now obtain the derivative w.r.t. $\theta$.
\[ \frac{\partial}{\partial \theta} \ln(L) = \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ln f(x_i|\theta). \]

Now letting $\hat{\theta}$ be the MLE of $\theta$ we write this as a Taylor series about that $\hat{\theta}$:
\[ \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ln f(x_i|\theta) \approx \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ln f(x_i|\hat{\theta}) + \left[ \sum_{i=1}^{n} \frac{\partial^2}{\partial \theta^2} \ln f(x_i|\hat{\theta}) \right] (\theta - \hat{\theta}) \]

Now divide left and right by $\sqrt{n}$ to get:
\[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ln f(x_i|\theta) \approx \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ln f(x_i|\hat{\theta}) + \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial^2}{\partial \theta^2} \ln f(x_i|\hat{\theta}) \right] (\theta - \hat{\theta}) \]

Note: The first term on the right hand side is zero (because this is what we do to find $\hat{\theta}$). Therefore, we have reduced the relationship to the following:
\[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial}{\partial \theta} \ln f(x_i|\theta) \approx \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial^2}{\partial \theta^2} \ln f(x_i|\hat{\theta}) \right] (\theta - \hat{\theta}) \]

Examine the left hand side: This involves the sum of $n$ independent, identically distributed things (Central Limit theorem). Each one of these “things” has mean zero and variance $I(\theta)$. Therefore the left hand side follows approximately $N(0, I(\theta))$. Why?

Therefore, the limiting distribution of the right hand side must also be $N(0, I(\theta))$, i.e.
\[ \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \frac{\partial^2}{\partial \theta^2} \ln f(x_i|\hat{\theta}) \right] (\theta - \hat{\theta}) \sim N(0, I(\theta)). \]

Or write it as (watch the $n$’s and the minus sign!):
\[ \left[ -\frac{1}{n} \sum_{i=1}^{n} \frac{\partial^2}{\partial \theta^2} \ln f(x_i|\hat{\theta}) \right] \sqrt{n} (\hat{\theta} - \theta) \sim N(0, I(\theta)). \]

The expression in the bracket converges to $I(\theta)$ (law of large numbers) and therefore we can express the previous expression as
\[ I(\theta) \sqrt{n} (\hat{\theta} - \theta) \sim N(0, I(\theta)), \]

or
\[ \hat{\theta} \sim N(\theta, \sqrt{\frac{1}{n}I(\theta)}). \]