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Homework 7 - Solutions

Exercise 1
Answer the following questions:

a. Consider ordinary lognormal kriging. Find the unbiased predictor of Z(s0). Note: We
predict Y (s0), where Y (s0) = ln(Z(s0)).
Answer:
Using the moment generating function of normal distribution and using your class
notes from lognormal simple kriging we find that the unbiased predictor of lognormal
ordinary kriging is
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b. Consider simple lognormal kriging. We discussed in class the unbiased predictor of
Z(s0). Note: We predict Y (s0), where Y (s0) = ln(Z(s0)). Find E[Z(s0) − Ž(s0)]

2,
where Ž(s0) is the unbiased predictor of Z(s0).
Answer:
In class we discussed that the unbiased predictor of Z(s0) is Ž(s0) = e
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SKeŶ (s0) = e

1
2
σ2
SK Ẑ(s0). Therefore, E[Z(s0) − Ž(s0)]

2 = var[Z(s0) − Ž(s0)] =

var[Z(s0)− e
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var[Z(s0)− e
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Recall that, Z(s0) = eY (s0) and since Y (s0) ∼ N(µ, σ) we find using the moment gen-
erating function of normal distribution (after setting t = 1 and t = 2) expressions for
EZ(s0) and EZ2(s0) and therefore we can compute var[Z(s0)] = EZ2(s0)−(EZ(s0))

2.

Similarly, Ẑ(s0) = eŶ (s0) and since Ŷ (s0) ∼ N(µ,
√

w′Σw) we find using the moment
generating function of normal distribution (after setting t = 1 and t = 2) expressions for
EẐ(s0) and EẐ2(s0) and therefore we can compute var[Ẑ(s0)] = EẐ2(s0)−(EẐ(s0))

2.

Finally, cov(Z(s0), Ẑ(s0)) = E(Z(s0)Ẑ(s0)) − E(Z(s0) × E(Ẑ(s0). We need to find
E(Z(s0)Ẑ(s0)).

E(Z(s0)Ẑ(s0)) = EeY (s0)eŶ (s0) = EeY (s0)+Ŷ(s0)

Since, Y (s0) + Ŷ(s0) ∼ N(2µ,
√
σ2 + w′Σw + 2w′c), we can use again the moment

generating function of normal distribution (by setting t = 1) to find E(Z(s0)Ẑ(s0)).



Exercise 2
The ordinary kriging weights using semivariogram values are given by

w = Γ−1
[
γ − 1′Γ−1γ − 1

1′Γ−11
1

]
. (1)

Suppose we want to predict the first observed data point in the data set. Here, because we
are predicting one of the observed values in the data set the first row (and column) of the
matrix Γ is exactly the same as the vector γ. The matrix Γ is given by

Γ =


0 γ12 γ13 · · · γ1n
γ21 0 γ23 · · · γ2n
...

...
...

...
...

γn1 γn2 γn3 · · · 0

 and γ =



0
γ12
γ13
...
γ1n

 .

Now partition Γ and γ as

Γ =

(
0 γ∗′

γ∗ Γ∗

)
and γ =

(
0
γ∗

)
,

and then use the inverse of a partition matrix (handout #52) to show that from equation
(1) we get

w =


1
0
...
0

 , which means that Ẑ(s1) = Z(s1).

Note: In equation (1) it will be easier if we first compute Γ−1γ.


