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THE ADJUSTMENT OF BETA FORECASTS 

ROBERT C. KLEMKOSKY AND JOHN D. MARTIN* 

THE BETA COEFFICIENT of the market model has gained wide acceptance 
as a relevant measure of risk in portfolio and security analysis. An 
essential prerequisite for using beta to assess future portfolio risk and 
return is a reasonable degree of predictability over future time periods. If 
the portfolio manager cannot predict future beta coefficients, the applica- 
bility of this phase of modern capital-market theory is somewhat re- 
stricted. 

Attempts to predict betas using extrapolative models have met with 
only limited success, especially for individual securities. Blume [1] and 
Levy [2] found that single security beta coefficients of one period were 
not good predictors of the corresponding betas in the subsequent period. 
However, as portfolio size was increased, the stationarity of extrapolated 
betas improved significantly. A major problem for both single security 
and portfolio betas was the tendency for relatively high and low beta 
coefficients to overpredict and underpredict, respectively, the corre- 
sponding betas for the subsequent time period. Thus, forecasting accuracy 
grew progressively worse as beta levels departed significantly from the 
average. 

The objectives of this note are to investigate the source of forecast 
errors of extrapolated beta coefficients and three adaptive procedures 
recommended by others for improving beta forecasts. 

I. SOURCES OF PREDICTION ERRORS 
The tests of beta forecast accuracy which follow make use of the mean 

square error as a measure of forecast error. Mean square forecast error 
(hereafter MSE) is defined as follows: 

m 
MSE = (AJ - pj)2(1) m =1 

where m is the number of predictions contained in the forecast, Pj is the 
prediction of the beta coefficient of security j, and Aj is the estimated 
beta coefficient of security j. In terms of the beta forecast, Pj represents 
the computed beta for the current period used as the predictor of beta for 
the subsequent period and Aj is the corresponding estimated beta for the 
subsequent period. 

MSE was chosen over alternative measures of forecast error because 
of its statistical tractability and because it can be easily partitioned into 
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three components of forecast error as follows: 
MSE = (A - p)2 + (1 - /1)2 Sp2 + (1 - rAP2)SA2 (2) 

where A and P are the means of the realizations and predictions, respec- 
tively; /81 is the slope coefficient of the regression of A on P; Sp2 and SA2 
are the sample variances in P and A, respectively; and rAp2 is the 
coefficient of determination for P and A.' The first term in equation (2) 
represents bias, the second term inefficiency, and the final term is the 
random disturbance component of MSE. 

Bias in a forecast indicates that the average prediction was either over 
or under the average realization. Inefficiency in the forecast represents a 
tendency for the prediction errors to be positive at low values of Pj and 
negative at high values of Pj as measured in equation (1). Note that 
Blume [1] and Levy's [2] observation that beta extrapolations have a 
tendency to regress toward the mean was evidence of inefficiency in the 
forecasts. Finally, the remaining component of MSE is the random dis- 
turbance element which contains those forecast errors not related to the 
value of the predictor, Pj, or the predicted, Aj. 

The tests of beta forecast accuracy involved beta coefficients com- 
puted using the familiar market model: 

kit = aj + A3(Rmt) + ijt (3) 
where fjt is the return on security or portfolio j in month t, Rmt is the 
temporally corresponding market return, a3 is a parameter whose value is 
such that E[Ejt] = 0, l3; is defined as Cov(Rj, Ri)!Var(Rm), Eit iS a random 
error term, and the tildes denote random variables. 

Beta coefficients were computed using monthly returns obtained from 
the CRSP Investment Return File and Fisher's Investment Performance 
Index over all successive, nonoverlapping five-year periods from July 
1947 through June 1972. 

Beta coefficients computed in one five-year period were used to predict 
beta for the subsequent five-year period. Table 1 contains the MSEs of 
the beta forecasts for portfolios of one to ten securities. Portfolio beta 
coefficients were computed by first ranking in descending order the 
individual security beta coefficients for each period. Next, the ranked 
securities were selected sequentially for portfolios containing n = 3, 5, 7, 
and 10 securities. The total number of securities which had complete data 
for two consecutive five-year periods varied from 785 to 843. 

Table 1 points out the considerable variation in total MSE as well as 
the individual components of MSE for the different forecasts. Partition- 
ing the MSE into its bias, inefficiency, and random error components 
indicated that the largest component for individual securities consisted of 
random errors. This was especially true in periods one and three when 
the random error term comprised 86 and 94 per cent, respectively, of the 
total MSE. However, periods two and four contained substantial ineffi- 
ciency components, 40 and 25 per cent of MSE, respectively. Since the 

1. See Mincer and Zarnowitz [3, pp. 3-46] for a detailed explanation of equation (2). 
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adjustment procedures to be tested are based on the existence of ineffi- 
ciency in the forecasts, they should be of more benefit in these periods. 
The bias component was negligible, less than one per cent of total MSE, 
in all four periods. Thus, the beta forecasts were found to be unbiased, 
albeit inefficient. 

Increasing portfolio size systematically reduced total MSE, although 
the percentage reduction varied among the forecasts. Table 1 shows that 

TABLE 1 
FORECAST ERRORS FOR PORTFOLIOS OF ONE TO TEN SECURITIES 

Portfolio Size (Number of Securities) 

1 3 5 7 10 

Period 1 
(7/47-6/52 vs. 7/52-6/57) 
Mean Square Error (MSE) .17122 .07484 .05916 .04386 .04182 
Portions of MSE due to: 

Bias .00021 .00014 .00021 .00015 .00021 
Inefficiency .02422 .02178 .02363 .02192 .02320 
Random error .14678 .05291 .03531 .02179 .01839 

Period 2 
(7/52-6/57 vs. 7/57-6/62) 
Mean Square Error (MSE) .18387 .11008 .09196 .08754 .08544 
Portions of MSE due to: 

Bias .00084 .00084 .00095 .00095 .00095 
Inefficiency .07367 .07357 .07343 .07306 .07370 
Random errors .10935 .03566 .01757 .01352 .01078 

Period 3 
(7/57-6/62 vs. 7/62-6/67) 
Mean Square Error (MSE) .12385 .05018 .03574 .02659 .02332 
Portions of MSE due to: 

Bias .00018 .00019 .00018 .00019 .00018 
inefficiency .00730 .00736 .00736 .00730 :00725 
Random errors .11636 .04262 .02818 .01909 .01587 

Period 4 
(7/62-6/67 vs. 7/67-6/72) 
Mean Square Error (MSE) .16122 .08363 .06880 .05982 .05465 
Portions of MSE due to: 

Bias .00093 .00100 .00093 .00097 .00119 
Inefficiency .03992 .03947 .03993 .03975 .03800 
Random errors .12036 .04314 .02792 .01908 .01545 

this reduction was due primarily to the random error component as the 
bias and inefficiency components were virtually unchanged. 

II. ADJUSTMENT PROCEDURES 

Attempts have been made to correct for inefficiency in beta forecasts 
by adjusting computed beta coefficients. Blume [1] used a cross sectional 
regression of security betas computed for two adjacent periods as the 
basis for adjusting his predictions of beta for the subsequent, nonover- 
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lapping period. The adjusting equation was a simple linear regression of 
beta for security j in period 2, I2, on the corresponding coefficient for 
period 1, A,: 

A2 = ao + al#jl + Ej forj = 1, 2,. m (4) 
where m is the number of securities in the cross sectional sample, ao and 
ai are least squares regression coefficients and e is a random disturbance 
term. Using this adjustment procedure, the adjusted Ai2 (i.e., 1i32 = a0 + 

ai PA2) is used to predict beta for the subsequent nonoverlapping period, 
pj3 

Merrill Lynch, Pierce, Fenner, & Smith Inc. (MLPFS) makes use of an 
adjustment procedure which, like Blume's predictor, is based on a cross 
sectional regression of historical betas for consecutive nonoverlapping 
time periods. Beta estimates are adjusted toward a mean of one using the 
following equation: 

Atr'l = 1.0 + k(3jl - 1.0) (5) 

where f8j1 is the estimated beta coefficient of security j in period 1, k is a 
constant common to all stocks, and A",' is the adjusted beta used to 
predict A2. 

Vasicek [4] has suggested a Bayesian approach to the adjustment of 
security and portfolio betas. Information obtained from the cross sec- 
tional distribution of beta coefficients is used to adjust sample betas in 
keeping with a minimum expected loss criterion. This procedure makes 
use of the prior or historical distribution of beta coefficients. Specifically, 
the adjusted beta, ,8"'jl, is found as follows: 

_ #p/S312 + pj1/S,312(6 
IL I/S-12 + I/S2(12 

where A."'.j is the mean of the posterior distribution of beta for security j, 
/81 is the mean of the cross sectional distribution of security betas for 
period 1, S-2 is the variance of cross sectional betas in period 1, f3Ai is the 
estimated beta coefficient for security j in period 1, and S02 is the 
variance in the estimate of A,. A comparison of the Bayesian and 
MLPFS predictors reveals that the latter assumes S,i2 to be the same for 
all securities [4, p. 1237]. 

Table 2 contains the MSEs for beta forecasts made using unadjusted 
and adjusted beta estimates for both individual securities and portfolios 
of ten securities. Since the Blume and MLPFS adjustment procedures 
require two full periods of information to make a forecast, the compari- 
sons correspond to the last three periods of Table 1. 

The unadjusted MSEs are the results of the extrapolations reported in 
Table 1. All three adjustment techniques consistently improved upon the 
unadjusted forecasts as denoted by the reduction in MSE and the ineffi- 
ciency component. In period two, the MLPFS adjustment technique was 
most successful, followed closely by Blume's technique and lastly by the 
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Bayesian adjustment. However, in periods three and four, the Bayesian 
adjustment achieved the greatest reduction in total MSE. 

As previously illustrated in Table 1, the aggregation of securities into a 
portfolio reduced total MSE as a result of the reduction of the random 
error component as the inefficiency component was unchanged in moving 
from single to ten security portfolios. This can be explained by the fact 
that the adjustments were made on single security betas before aggregat- 
ing them into portfolios. It should be noted that an attempt was made to 
adjust portfolio betas directly, as recommended by Vasicek [4]. How- 
ever, the resulting MSEs were essentially the same as those reported in 
Table 2. 

In conclusion, the accuracy of the simple no-change extrapolative beta 
forecast can be improved. A combination of the Bayesian predictor and a 
reasonable portfolio size would appear to make the beta coefficient a 
highly predictable risk surrogate. 
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