Expected Values May 4, 2001

Juana: There's some pdf "cleanup” | need you to do before talking about expected values:
PDFs

All of the pdfs we talked about on Wednesday were examples of pdfs for discrete valued
random variables. These pdfs explicitly assign a probability for every value of the

random variable. That might do so with atable:

X = payoff on lottery

X Prob
0 .25
$1 .25
$1.50 .20
$2 .10
$5 15
$10 .05

Or afunction:
X = number of children under the "one-boy" rule:
P(X =x) = (1/2)*

There are some rules these pdfs must follow:
* probabilities are always between 0 and 1
* the sum over all possible values must equal 1

Sum the probabilitiesin the table, and you'll see this. It's harder to see for the function
given because the sum goes from 1 to infinity. But if you took a calculus course, you'd
learn how to do this, and would see that Sum( x = 1 to x = infty) = 1.

For continuous random variables, the situation is more difficult. Thereasonisthatitis
impossibleto list ALL of the values of a continuous random variable. (Of coursg, it's
impossibleto list al of the value for the one-boy rule, too, but for a continuous variable,
you can't even begin.)

for example,: X = time spent waiting in line at the coffee shop.

We might know that X will have values inbetween O minutes and, say, 15 minutes. But
we can't just write down the values: 0, 1 min, 2, min. etc. because we've left out all the
valuesinbetween 0 and 1, say. For example, .5. No matter which values you write
down, you'll always be leaving infinitely many out.

A side effect of thisisthat, if X is continuous, then P(X =x) =0 for any value of x. Well
get back to this later.




Recall: One-Boy Policy example.

China had a one-boy policy in some areas that meant that couples could have children
until they had their first boy. Let X = number of children in such afamily. We found last
timethat P(X =2) = 1/4. Also, P(X =x) = 1/2".

The interpretation of this probability isthat if there were infinitely many couples under
this policy, or it was carried out for infinitely many years, than 1/4 of all families would
have two children.

Of course, there are not infinitely many. So in practice, the true proportions might differ
dightly.

If we did arandom sample of, say, 50 such families, we would expect the proportion of
two-children families to be close to 1/4.

In our simulation of arandom sample of 50 families, we found that about 18% had two
children. Thisis not very close to 25%, but then this was a small sample.

Now let's change the question:

In theory, how many children should the typical family have under this policy?
Or, put differently, what's the typical theoretical number of children in these
families?

This question is very similar to asking: What's the typical value on alist of data? Only
instead of asking that question about alist of numbers, we're now asking it about a
theoretical population.

The answer, of course, depends on what we mean by "typical." There are different ways
of answering that question here, just as there were with data sets. But here's what welll
mean:

The Expected Vaue is the mean of the probability distribution function.

The mean is the "balancing point" of the pdf, just as the sample mean was the "balancing

point" of a histogram.

The sample mean was computed by taking the average of the valuesin alist of numbers.

But the expected value or theoretical mean (also called population mean) isfound by :
sum p(x)*x

that is, the value of the random variable times the probability of that value, al summed

up.

Notation: E(X) isthe "mean of X", and soismu_X.



Examples:
|. Flip acoin threetimes. Let X be the number of heads. The pdf, we found last
time, is

X p(x)
0o 18
1 38
2 38
3 18

What is the expected number of heads?
E(X)=0*1/8+1* (3/8) + 2*(3/8) + 3*(1/8) =12/8=1.5

NOTE: Make a graph of PDF and show where mu_x occurs.

Other ways of asking the same question:
How many heads to you expect? Find E(X), find the mean of X, find the mean number
of heads.

Note that we are asking about the expected number of heads IN REFERENCE TO A
THEORETICAL MODEL. The number you get if you flip acoin 3 timeswill NOT be
1.50, | can guarantee you.

Interpretation of the expected value or mean:

Think of it asalong-run average. If you did this experiment (flip fair coin 3 times)
MANY many times, then in the long run you'd have about 1.50 heads per experiment.

The term "expected value" comes from the gambling tradition. Here's an example:

Example II. American Roullette has awheel with 38 numbers: 00, 0, 1,2,...,38. The 0 and
00 dlot are green, half of the remaining numbers are red, half are black. One bet consists
of placing $1 on either red or black. The wheedl is spun and if the ball lands on the color
you predicted, you are paid $2. If not, you are paid 0. Thus, if you "win", you're net is
$1 and if you loseit is-$1.

Find your expected winnings. (Or "your mean winnings'.)
First you need arandom variable: X = amount you win.

Next, you need the pdf:
Thevauesof X are-1,1

X p()
-1 20/38
1 18/38

E(X) =-1(20/38) + 1(18/38) = -2/38 = -0.0526
In other words, you can "expect” to lose about 5 cents.




How isthispossible, if you've only played once? After all, on asingle spin you either
win $1 or lose $1. So how can you lose 5 cents?

The answer isin the interpretation of expected value. It'salong-runvalue: after
infinitely many plays, you'll have lost, on average 5 cents per play.

Note: It might seem strange that your "winnings' are a negative number (-0.05). This
just means that you lost that amount.

Thisiswhat keeps casinos alive. You'll lose "only" 5 cents on average. But they'll gain
5 centson average. At any given moment, probably thousands of people have placed a
bet on red. The casino just made an average of 5 cents per person. Multiplied by many
people over many nights, thisis not small change.

Ex Il1. A classroom has students of the following ages:

age percent of class
18 50
19 25
20 15
21 10

Choose a student at random. What's the expected age?

Note that the percent of the classis the same as the probability of getting a student of that
age. Sothat if X = age of randomly select student, then the table gives the pdf of X.
So E(X) = 18(.50) + 19*.25+ 20 *(.15) + 21 * .10 = 18.85.

Ex 1V: Box Models

Often, when thinking about surveys or random samples, it is useful to think of the
population as consisting of tickets in abox, and our random sample consists of drawing
tickets out of the box.

For example, the last problem could be modelled as follows:

Make abox with 50 tickets with "18", 25 with "19", 15 with "20", and 5 with "21". Then
draw aticket at random. What's the expected value of the ticket? The probability of
selecting an "18" isnow 50/100, a"19" is 25/100, etc.

The answer is. (50/100)* 18 + (25/100)* 19 + etc = 17.8.

The answer isthe same, of course, but note the following points:

*The box represents our population. Hence you can see that the expected valueis
the mean of the population.

» the expected value can also be computed just by taking the average of the
tickets.




(Because: .50*18 = 50/100 * 18. We used thefirst version, .50*18 in Ex 111, and
we use the second here. )

How is the Population Mean related to the Sample Mean
(the average)?

Suppose the classroom mentioned aboveisvery big. (Thousands of students!) Here's
how we might collect some data about the age of the class:

Design asurvey to select 10 people at random from the class. Thisisidentical to drawing
10 tickets with replacement from our box. Then we could make a histogram of their age,
and compute the average age. The population mean is 17.8 (the average of the box.) The
sample mean is the average of the 10 tickets.

A result called the Law of Large Numbers says that the sample average will be "close to"
the population mean, as long as the sample was made from random, independent
selections from the population. "Closeto" is a subjective term, but (aswe'll see later), we
can get a pretty good idea of how close. For now, it'simportant to know that the larger
the sample size (the more tickets you draw), the closer you'll get.

It's also important to notice the sample average is not always the same distance from the
population mean. Sometimes its close, sometimesitsfar. But it tendsto be -- it hasa
high probability of being -- closer rather than farther.

SPECIAL CASE

Thereis acertain type of situation that occurs so frequently that we have a short-cut way
of dealing with it. Remember the experiment in which we flipped a coin 3 times and
counted the number of heads? We could make abox model of that situation that looks
likethis:

Box: 1"0" ticket; 3"1" tickets, 3"2" tickets, 1 "3" ticket.

Note that there are 8 tickets, so the probability of drawing a"1" ticket is the same as the
probability of getting 1 headsin 3 tosses. The average of the box is12/8 = 1.5, and thisis
the expected value if we reach in and randomly select aticket.

Another way of doing the simulation, though, isto make abox with just two tickets:

0, 1

We randomly select 3 tickets with replacement, and add the sum of the tickets. What's
the expected value of this sum?

Theresasimple formula:
If the only values on theticketsare"1" and "0" AND
If draws are done with replacement AND
If a predetermined number of draws are done AND
If X isthe number of "1" tickets selected, then



E(X) = expected sum of tickets = expected number of "1" tickets = n*p where
n isthe number of draws
p isthe average of the box (and also the probability of selectinga”1").

Soinour coinexamplee n=3,p=.5np=15

If you draw 10 tickets with replacmenet, n =10, p=.5,np=5. Soif you flip acoin 10
times, you expect 5 heads.

Random V ariables with this structure are called Binomial Random Variables. They
occur whenever:

1)The outcome of atria is either successor failure (1 or 0) AND

2)Thereis afixed number of trials AND

3)Thetrials are independent AND

4)Y ou are interested in the number of successes THEN

abinomial random variable is agood model.

Example: A basketball player shoots 10 free throws. The probability of making asingle
throw is.25. How many should we expect? np = 10*.25 = 2.5.

Example: 30% of the peoplein LA will vote for Hahn for mayor. If we take arandom
sample with replacement of 50 people, how many should we expect to be Hahn
supporters? 50*.30 = 15.

Example: Flip acoin until the first head appears. How many flips can we expect it to
take? Can't apply thisrule, because thisis not binomial: there is no fixed n, for one.
Also, we are not counting the number of successes, but instead the number of trials until
the first success.

Example: Let X be the number of days of rainin aweek. The probability of rain on any
givenday in LA is.10. How many days of rain can we expect in aweek? Can't apply
the binomial because successive days of rain are not independent. If it rainsoneday, itis
more likely to rain the next.

SD:
sigma = square root of the sum of (x - mu)? p(x)

Classroom Example:
sigma = square root of (18 - 18.85)** .5+ (19 - 18.85)** .25 + ..
=1.01366

Roulette
sigma = squareroot of (-1 - -0.0526)? * (20/38) + (1 - -0.0526)* * (18/38) = 0.756



If X isabinomial random variable:
the formula above simplifiesto
sigma=sgrt(n* p* (1-p)) = sgroot of (number of trials* prob. of success* prob. of

failure)

Example

Tossfair coin 3times. X isnumber of heads. E(X) =np=1.5
sgma=sgrt(3* .5* 5) =5

Tossfair coin 100 times. E(X) =50, sigma=5

If pdf is symmetric, then about 68% of all valueslie within 1 SD of mu
95% within 2, 99.7% within 3.

Soif weflip acoin 100 times, 68% of the time we'll see between 45 and 55 heads, and
amost always between 35 and 65 heads.



