Body Temperature: What is"Normal"?

A study of 130 healthy men and women found these body temperatures:
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First, you'll note that there's a striking range of temperatures that are "normal™. Second,
the traditional gold-standard for "normal™, 98.6 degrees fahrenheit turns out to be alittle
high for this group:

Variable| Obs Mean Std. Dev.  Min Max
_____________ A e e e

bodytemp| 130 98.24923 .7331833 96.3 100.8

Isthis average low because the "true" mean body temp. islower than 98.6, or isthis
because of random fluctuations? (In other words, perhaps another group of 130 people
would be closer t0 98.6.) In fact, this data set was collected in part because the authors
felt that 98.6 was too high for a healthy population.

We're setting ourselves up for an hypothesis test here:

Ho: Mean Body Temp = 98.6
Ha Mean Body Temp < 98.6

How can wetest it? The obvious choice seems to be to use the sample average as a test
statistic. If the sample average istoo small, we rgject the null hypothesis. How small is
too small?

Sample averages that come from arandom sample are themselves random. So even if the
null hypothesisistrue, we'll see an average lower than 98.6 about half thetime. But it



should be rare that we see a sample average too far below 98.6. (If, indeed, 98.6 isthe
right mean.) For example, if body temperatures are normal, then about 68% of the body
temperatures will be within 1 SD of the mean. And this means that the sample average,
which we'll call Xbar, will be within 1 SD/sgrt(n) of the mean. (Because the SD of Xbar
is SD/sgrt(n).)

Soin this study, we observed xbar = 98.2. What we need is the p-value: Assuming that
the null hypothesisis true and the mean really is 98.6, find
P(Xbar < observed value for Xbar.)

If thisisasmall number, then the outcome is unusually small and we should be
suspicious of the null hypothesis. Otherwise, there is no grounds for suspicion. (Which
is different from saying the null hypothesisistrue. We simply have no reason to
disbelieveit.)

To find this probability, we need to know the sampling distribution (the pdf) of Xbar.
Thisisnot too hard. If X1, X2, ..., Xn are independent observations from a normal
distribution with mean mu and SD sigma, then Xbar is normal with mean mu and SD
sigma/sgrt(n). And therefore (Xbar - mu)/(sigma/sgrt(n)) isN(0,1). So we can just do
P(Xbar < 98.2) = P(Z < (98.2 - 98.6)/sigma(sgrt(130)).

Even if the X's aren't normal, this approach still works. The central limit theorem tells us
that if nissufficiently large, Xbar will be approximately normal. So the same approach
gives us a p-vauethat is approximately correct. And for most problems, if n >= 30, this
approximation is quite good.

But there's a problem here; we don't know the SD sigma. There's nothing in the theory
that tells us what this should be. Our solution isthe standard one. Let's estimate it with
s, the sample standard deviation we learned in the second or third week of the course.

The output above gives the value for this. It tells usthat for these 130 observations, s =
0.733. Of course, if you took another random sample from the same population, you
would get adifferent value. Infact, sisNOT equal to sigma. Sigma represents the SD of
the population, and sisthe SD of arandom sample from that population. Soitis, infact a
random number because it varies with each random sample.

This means, unfortunately, that (Xbar - 98.2)/s/sgrt(n) isNOT anormal random variable.
Why? Because it has two random variablesin it. Xbar and s.

Remember the Guiness Beer story? Thisiswhere it comesinto play. A statistician,
named Gosset, was hired as a consultant to Guiness Beer,to worry over this very same
problem. He discovered that the pdf for this statistic was something he called the t-
distribution. He published this result under the pseudonym " Student” so that Guiness's
competitors wouldn't catch on that they were on to something. And so it became known
as "Student's t-test."

The t-distribution looks very much like the normal distribution except that



* it has "thicker" tails and
* it hasjust one parameter, called the degrees of freedom.
* Like the normal distribution, its symmetric.

To calculate the degrees of freedom, just take n-1, where n isthe sample size.
The larger the degrees of freedom, the more the distribution looks like anormal
distribution. Infact, for degrees of freedom >= 30, they are nearly indistinguishable.

Y our book provides atable for the t-distribution up to 29 degrees of freedom. After that,
you just use the last line of the table, labeled with the "infinity" symbol. (See Appendix
F.)

Let's say, for example, you choose a significance level of apha=0.05. Our calculation
for the p-value looks like this:

P(Xbar < 98.2) =

P(T < (98.2 - 98.6)/.733/(sqrt(130)) = P(T < - 6.22).

Note: the SD of Xbar is .733/sgrt(130) = .0643.

Now the table only gives us "right-hand" probabilities. But because the t-distribution is
symmetric

P(T <-6.22) = P(T > 6.22).

From the table, we can see that we would reject the null hypothesisif our t-statistic was
bigger than 1.64. Oursis much bigger (off the chart, in fact), and so we easily reject the
null hypothesis.



