Modeling 4D Human-Object Interactions for Joint Event Segmentation, Recognition, and Object Localization

Ping Wei, Yibiao Zhao, Nanning Zheng, and Song-Chun Zhu

Abstract—In this paper, we present a 4D human-object interaction (4DHOI) model for solving three vision tasks jointly: i) event segmentation from a video sequence; ii) event recognition and parsing; and iii) contextual object localization. The 4DHOI model represents the geometric, temporal and semantic relations in daily events involving human object interactions. In 3D space, the interactions of human poses and contextual objects are modeled by semantic co-occurrence and geometric compatibility. In 1D time axis, the interactions are represented as a sequence of atomic event transition with coherent objects. The 4DHOI model is a hierarchical spatial-temporal graph representation which can be further used for reasoning scene functionality and object affordance. The graph structures and parameters are learned using an ordered expectation maximization algorithm which mines the spatial-temporal structures of events from RGBD video samples. Given an input RGBD video, the inference is performed by a dynamic programming beam search algorithm which simultaneously carries out the event segmentation, recognition, and object localization. We collect and release a large multi-view RGBD event dataset which contains 3,815 video sequences and 383,036 RGBD frames captured by three RGBD cameras. The experimental results on three challenging datasets demonstrate the strength of the proposed method.
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1 INTRODUCTION

In this paper, we present a 4D human-object interaction (4DHOI) model for solving three vision tasks jointly: i) event segmentation from a video sequence; ii) event recognition and parsing; and iii) contextual object localization in the scenes. Learned from RGBD videos, our 4DHOI model is a hierarchical spatial-temporal graph. It represents the geometric, temporal and semantic relations in daily events involving human object interactions. In comparison with the extensive research which often study these tasks in separation [1], [2], [3], [4], [5], [6], our method for joint modeling and inference is motivated by the following observations.

Firstly, many objects in daily scenes, such as the handheld objects in Fig. 1, are hardly detected or recognized due to heavy occlusions and appearance variations. They need high level contextual information of human-object interactions. An extreme example is the capability of human vision in understanding a ‘pantomime’ where the actors pretend to use objects which do not appear and are hallucinated by the observers. Recognizing other functional objects, like tables, chairs etc., also relies on the contexts of human actions.

Secondly, daily events can often be hierarchically divided into sequences of atomic events defined by human poses and contextual objects. The objects and relative time duration of the atomic events also contribute to the recognition of events. For example, the events drink with mug and call with cellphone are hardly distinguished by poses and motion features, because they are both performed by the upper body parts and have similar motion patterns. They can be told apart by the subtle difference between the appearance of mug and cellphone, and the subtle time duration of the action, i.e. a phone call often takes longer time than a sip.

Thirdly, there is an increasing interest for reasoning object functionality by affordance in the recent literatures [7], [8], [9]. The concept of affordance has not been formally formulated. Our 4DHOI representation is an attempt to describe affordance by the hierarchical spatial-temporal graph involving 3D human poses and contextual objects in events.

In this paper, we will demonstrate that the 4DHOI model improves, significantly, the performance of each individual task through joint inference. As Fig. 2 shows, the input is a RGBD video with 3D human skeletons from Kinect camera [10]. The output includes three parts: i) hierarchical graphs segmenting the video into events and atomic events; ii) event category labels; and iii) the contextual objects localized in the RGBD frames.

We design a dynamic programming beam search algorithm for the joint inference. Based on the human pose, the searched objects, the relations between them, and the interpretations to the past frames, all the possible interpretations
to the current frame are proposed. The interpretations with small probability are pruned. This process iterates forward frame by frame until the video ends.

To learn the spatial-temporal graph structure and the model parameters, we propose an ordered expectation maximization algorithm (OEM). Different from the conventional EM [11], OEM incorporates temporal orders of video frames and temporal alignments of atomic events into clustering. It therefore produces temporally-continuous clusters.

We collect a large-scale multiview RGBD event dataset and has released it to public\(^1\). It is captured by three stationary Kinect cameras from different viewpoints simultaneously. It includes 8 event categories, 11 object classes, 3,815 event videos, and 383,036 RGBD frames. We test our method on this dataset and other two challenging datasets by the event recognition, segmentation, and object localization. The experimental results prove the strength of our method.

This paper is an extension of a previous conference paper in ICCV 2013 [12]. The extension includes two main aspects: i) in methodology, we have reformulated the 4DHOI model in Section 3, introduced the learning algorithm in Section 5, added implementation details in Section 4.2, and discussed in Section 6; ii) in experiments, we re-trained and tested the model on more data, added more comparison results, and obtained improved performances with new figures.

2 RELATED WORK AND OUR CONTRIBUTIONS

In this section, we briefly review related work from four streams of research, and discuss our contributions compared with the existing work.

2.1 Action Modeling in RGBD Data

In recent years, portable RGBD cameras, like Kinect with 3D pose estimation [10], have motivated a new wave of studying 3D human poses, actions and affordance from RGBD videos [13], [14], [15], [16], and utterly changed the landscape of action modeling and recognition. In this wave, action recognition has usually been posed as a classification problem [13], [1], [17], where the feature vector is extracted from pre-segmented videos and then classified into an action category. In a most related work of this stream, Wang et al [13] designed features to represent 3D pose sequence and mined the actionlet ensemble to classify actions. Different from this method, our work represents skeleton features in a discriminative way. These work modeled actions with simple temporal structures, like walk and run. They did not model the interactions between human and objects.

Explicitly modeling the inner structure of actions contributes to the action recognition [23], [24], [2], [25], [26], [27], [28]. HMM [23] is usually applied to describing the state transitions [2], [25] between frames or action snippets. Tang et al [24] introduced duration to HMM. Pei et al [26] used hidden Markov model (HMM) to describe each action class and a dynamic programming method to segment and recognize actions. Shi et al [21] described temporal boundaries and addressed action segmentation and recognition in a discriminative way. These work modeled actions with simple temporal structures, like walk and run. They did not model the interactions between human and objects.

Fig. 2: The 4DHOI model. (a) The framework of the model. The inputs are the RGBD videos and human skeletons, and the outputs are the hierarchical interpretations to the video sequence, including the event recognition, segmentation, and object localization. (b) Object recognition and localization in the 3D point cloud (upper) in colored segmentation and RGB image (lower) in 2D colored bounding boxes through the 4DHOI model after analyzing the video events.

2.2 Object Modeling and Localization

Most existing work for object detection represents objects with appearance [29], [5], [6], [30], such as HOG [5] features. Lai et al. [6] extended the HOG feature to RGBD images. Such features are often compromised by the low resolution, heavy occlusion, and large appearance variation. To solve such problems, contextual information was introduced into the object modeling. The methods in [31] and [32] incorporated the relations with other objects to improve detection or recognition. Zhao et al. [8] defined objects by integrating the function, geometry, and appearance. Gupta et al. [9] extended the object localization and recognition to the human-centric understanding by reasoning the human and 3D scene interaction. These methods aim at object detection or recognition in still images.

Some work aimed at recognizing and localizing objects in video sequences [33], [14]. Gupta et al. [33] labeled the object according to the human actions in videos. The method in [14] tracked the location of object in each RGB video frame. In comparison, our method localizes the object both in 3D point cloud and 2D images, and does not need the accurate initialization of object locations like in [14].

2.3 Human-object Interaction and Affordance

Many researchers have recently applied human-object mutual contexts to the event, object, and scene modeling [9], [33], [34], [14], [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45]. Gupta et al. [33] combined spatial and functional constraints between human and objects to recognize actions and objects. Prest et al. [38] inferred the spatial information of objects by modeling the 2D geometric relations between human body and objects. Yao et al. [40] modeled the relations between actions, objects, and poses in still image for detecting objects. These methods define the human-object interactions on 2D image. Such contextual cues are often compromised by the viewpoint changes and occlusions.

Koppula et al. [14] modeled the relations between human activity and object affordance, and their changes over time. This method needs the video to be pre-segmented. And the object detection is independent of the contextual feedback from human actions. Differently, our model incorporates the event recognition, sequence segmentation, and object localization into a unified framework, under which these tasks mutually facilitate each other.

Human-object interactions were also applied in the robotics [46], [47], [48]. Aksoy et al. [46] recognized manipulations by learning object-action semantics. The work [47] built ontology to model manipulation types which were applied to robot execution. This stream of research demonstrates the significance of human-object interactions from the perspective of robot learning and execution.

2.4 Action Structure Learning

Many existing approaches mined the action structures by explicitly modeling the latent structures [4], [2], [24], [26], [49]. HMM [2] learned the hidden states and transition probabilities with maximum likelihood estimation. Hidden conditional random field (HCRF) [49] learned the hidden structures of action in a discriminative way. These methods define the temporal structures on frames or segmented windows of fixed size, which can not effectively characterize and utilize the duration information of hidden structures.

Yao et al. [40] defined atomic poses in still images and learned them by clustering the pose samples. Pei et al. [26] defined relations in video clips, which were clustered to learn the event And-Or grammar. Zhou et al. [4] segmented an action sequence into motion primitives with hierarchical cluster analysis. Those clustering methods are under the framework similar to the expectation-maximization (EM) clustering [11]. Conventional EM clustering does not consider the temporal orders of the frames in the sequence, which may produce undesirable clustering results. For example, as is shown in Fig. 3, the poses of approach the dispenser and leave the dispenser are very similar. Without considering the temporal order, these two poses may be clustered into the same cluster. Though the work [4] introduced the temporal order into clustering, it did not consider the mutual constraints among the sequences of the same category and carried out the frame clustering for each independent sequence.

2.5 Our Contributions

In comparison with the previous work, this paper makes four main contributions.

1. It presents a 4D human-object interaction model as a stochastic hierarchical spatial-temporal graph, which represents the 3D human-object relations and the temporal relations between atomic events in RGBD videos.
2. It develops a unified framework for joint inference of event recognition, sequence segmentation, and object localization.
3. It proposes an unsupervised algorithm to learn the latent temporal structures of events and model parameters from the sequence samples.
4. It tests the model on three challenging datasets and the performances outperform the existing methods.

3 4D Human-Object Interaction Model

As Fig. 3 illustrates, the 4DHOI model is a hierarchical graph for an event. In the time axis, an event is decomposed into several ordered atomic events. For example, the event fetch water from dispenser is decomposed into three sequential atomic events - approach the dispenser, fetch water, and leave the dispenser. An atomic event corresponds to a continuous segment in the video sequence which contains similar human poses and object interactions. These atomic events are treated as hidden variables, which will be learned through mining and clustering the sequence samples.

In 3D space, an atomic event is decomposed into a specific pose, one or multiple objects involved, and the semantic and 3D geometric relations between the pose and objects. The semantic relation between the object class and a specific atomic event is treated as hard constraint. For example, the atomic event fetch water consists of the pose fetch and the objects dispenser, mug, as is shown in Fig. 3.

We formulate the 4DHOI with a stochastic hierarchical graph, which is similar to the And-Or Graph [50]. Suppose $V = (f_1, ..., f_r)$ is an video sequence in the time interval.
Fig. 3: A hierarchical graph of the 4D human-object interactions for an example event *fetch water from dispenser*.

\[[1, \tau], \text{ where } f_t = (I_t, h_t) \text{ is the frame at time } t. I_t \text{ is the RGBD data. } h_t \text{ is the human pose feature defined on the 3D skeletons estimated by the motion capture technology [10].} \]

The sequence \( V \) is interpreted by the hierarchical graph \( G = < E, L > \), as follows.

1) \( E \in \Delta = \{ e_i | i = 1, \ldots, |\Delta| \} \) is the event category like *fetch water from dispenser*. \( \Delta \) is the set of event categories.

2) \( L = (l_1, \ldots, l_{\tau}) \) is a sequence of frame labels. \( l_t = (a_t, o_t) \) is the interpretation to the frame \( f_t \). \( a_t \in \Omega_E = \{\omega_i | i = 1, \ldots, K_E \} \) is the atomic event label like *fetch water*.

\( \Omega_E \) is the atomic event set of \( E \). Each event category \( e_i \) has its distinct atomic event set \( \Omega_{a_i} \), i.e. the relations of an event and its atomic events are hard constraints.

\( a_t = (a_1^t, \ldots, a_n^t) \) are the objects interacting with human at time \( t \), where \( n_t \) is the number of objects. Each object has a class label and 3D location.

Similar to the graphical formulation in [50], the energy that the video \( V \) is interpreted by the graph \( G \) is defined as

\[
E_n(G | V) = \sum_{t=1}^{\tau} \Phi(f_t, l_t) + \sum_{t=2}^{\tau} \Psi(l_{t:t-1}, l_t) \tag{1}
\]

\( \Phi(\cdot) \) is the spatial energy term of single frame, encoding the human-object interactions in 3D space.

\( \Psi(\cdot) \) is the temporal energy term encoding the temporal relation between the current frame \( l_t \) and all previous frames \( l_{1:t-1} \). This is different from the conventional HMM. The variable \( E \) is omitted in the right side of Eq. (1) for each event has its own distinct atomic event set.

In the following subsections, we will elaborate on the two energy terms.

### 3.1 Human-object Interactions in 3D Space

\( \Phi(f_t, l_t) \) in Eq.(1) describes the human-object interactions in 3D space, which includes the two aspects:

1) semantic co-occurrence between a specific type of human pose and the object classes; and

2) geometric compatibility describing the 3D spatial constraint between the human body and objects.

Thus, \( \Phi(f_t, l_t) \) is further decomposed into three terms which will be defined in the remaining of the subsection.

\[
\Phi(f_t, l_t) = \phi_1(a_t, h_t) + \phi_2(a_t, o_t, I_t) + \phi_3(a_t, h_t, o_t) \tag{2}
\]

#### 3.1.1 Pose Model

\( \phi_1(a_t, h_t) \) is the human pose model. A human skeleton consists of multiple 3D joints estimated by the motion capture technology, like Kinect camera [10]. To normalize the data, we align all the skeletons to a reference skeleton so that the torsos and shoulders of all the skeletons have the same locations, scales, and directions.

The feature of each joint is defined as the 3D coordinate concatenating the motion vector which is the difference of joint coordinates in two successive frames. A feature vector containing the features of joints on human body is extracted and processed with PCA to reduce the correlation and noise. \( h_t \) is the PC parameter vector. It is assumed to follow a Gaussian distribution for each atomic event. Then

\[
\phi_1(a_t, h_t) = -\ln N(h_t; \mu_{a_t}, \Sigma_{a_t}),
\]

where \( \mu_{a_t} \) and \( \Sigma_{a_t} \) are respectively the mean and the covariance in the atomic event \( a_t \).

#### 3.1.2 Contextual Object Model

\( \phi_2(a_t, o_t, I_t) \) is the term for fitting contextual objects \( o_t \) to the RGBD data \( I_t \). Each object \( o_t^i \) includes a class label, e.g. *mug*, and a 3D bounding box located at \( z_{t_i}^i \) in 3D space. The 3D box is projected into the RGB and depth images to form 2D bounding boxes, in which the RGBD HOG features [5], [6] are extracted. Let \( s(z_i^t) \) be the score of linear SVM object detector using the RGBD HOG features at location \( z_i^t \). We convert this score function into a probability using Platt scaling [6], [51], i.e. \( p(z_i^t|I_t) = 1/\{1 + \exp(\mu(s(z_i^t) + \nu)\} \), where \( u, v \) are parameters. Then

\[
\phi_2(a_t, o_t, I_t) = -\frac{1}{n_t} \sum_{i=1}^{n_t} \ln p(z_i^t|I_t) \tag{3}
\]

\( n_t \) is the number of objects. \( 1/n_t \) offsets the influence of different object numbers. Because the relation between \( a_t \) and the object label is hard constraint, we omit \( a_t \) in the right side of Eq. (3) for clarity.

Our model defines object location in the 3D space, and appearance in the 2D image, which are more robust to the viewpoint and scale changes. The 3D boxes also provide a natural way for defining the 3D geometric relations between objects and the human poses.

#### 3.1.3 3D Geometric Compatibility and Object Prediction

The third energy term \( \phi_3(a_t, h_t, o_t) \) measures the geometric relations between human and objects. Geometric relations

---

**Fig. 4:** Human-object geometric relations in 3D space.
are mostly defined on the 2D image plane [38], [40], and not suitable for different viewpoints, as Fig. 4 illustrates. We model the geometric relations in 3D space.

Geometric relations between human and objects are time-varying in different atomic events. For example, in the example in Fig. 3, the human hand is far from the dispenser in the atomic event *approach the dispenser* while touches it in *fetch water*. So each atomic event has different geometric relations.

In an atomic event, an object interacts with some body part, which we call the key part. For example, in Fig. 4, the left arm interacts with the dispenser and the right arm interacts with the mug. The locations of objects in 3D space are closely related to and largely revealed by the locations and orientations of the key parts.

As is shown in Fig. 4, suppose \( y_{o,t} \) is the difference vector from one joint of the key parts to the object bounding box center. \( x_{o,t} \) is the difference vector between the end points of the key parts. \( y_{o,t} \) is closely related to \( x_{o,t} \). We define \( \eta_{o,t} = y_{o,t} - W_{o,t}^{a,t} x_{o,t} \), where \( W_{o,t}^{a,t} \) is a similarity transformation matrix. \( \eta_{o,t} \) describes the location of the object relative to the key parts. We assume \( \eta_{o,t} \) follows the Gaussian distribution. This formulation is motivated by the observation that for an atomic event the instances of an object category have similar locations relative to the key parts. The 3D geometric relation is modeled as:

\[
\phi_3(a_t, h_t, o_t) = -\frac{1}{nt} \sum_{i=1}^{nt} \ln N(\eta_{o,t}^i; \mu_{o,t}^{R,a_t}, \Sigma_{o,t}^{R,a_t})
\]  

(4)

where \( \mu_{o,t}^{R,a_t} \) is the mean and \( \Sigma_{o,t}^{R,a_t} \) is the covariance. The sign \( R \) is used to differentiate the 3D relation parameters from others. The subscript \( (a_t^i, a_t) \) indicates the geometric relation varies for different atomic events and objects.

The vector \( x_{o,t} \) is like a local reference, by which we can estimate \( y_{o,t} \), and therefore predict the locations of related objects. Fig. 5 illustrates some examples of atomic events and the probability maps of the learned geometric relations. As Fig. 5 shows, according to the key parts, the probability that an object appears at a 3D location can be evaluated.
Denote \( \omega_{k-1} \) and \( \omega_k \) the two consecutive atomic events of an event \( E \) and \( d_{k-1} \) the duration of \( \omega_{k-1} \) up to time \( t-1 \) . We define the time-varying transition probability as

\[
p(a_t | z_{t-1}) = \sigma(\beta t \omega_k - 1 + \gamma).
\]

\( \sigma(v) = 1/(1 + e^{-v}) \) is a logistic sigmoid function with parameters \( \beta \) and \( \gamma \). We simplify \( p(a_t = \omega_k | a_{t-1} = \omega_{k-1}, d_{k-1}) \) as \( p(\omega_k | \omega_{k-1}, d_{k-1}) \). The transition probability to \( \omega_{k-1} \) is \( p(\omega_{k-1} | \omega_k, d_{k-1}) = 1 - p(\omega_k | \omega_{k-1}, d_{k-1}) \). Then the energy term \( \psi_3(a_{t-1}, a_t) = - \ln p(\omega_k | \omega_{k-1}, d_{k-1}) \) or \( - \ln p(\omega_k | \omega_{k-1}, d_{k-1}) \), up to the value of \( a_t \).

### 3.2.2 Temporal Coherence of Objects

\( \psi_2(a_{t-1}, a_t) \) describes the temporal coherence of objects. In an event, the locations of some objects, like dispensers, are almost static, while other objects, like mugs, move with hands. For moveable objects, we assume the location follows a Gaussian distribution \( \mathcal{N}(z^m_t, \Sigma) \).

For static objects, we set a hard threshold. If the difference of the proposed location \( z^s_t \) and the location at the last frame \( z^s_t \) is smaller than the threshold, \( p(z^s_t | z^s_t) = 1 \), otherwise 0. The energy is

\[
\psi_2(a_{t-1}, a_t) = - \frac{1}{N_t} \sum_{i=1}^{N_t} \ln p(z^s_t | z^s_t)
\]

### 4 INFERANCE

Given a video \( V \) in the time interval \( \Delta = [1, T] \) which contains \( Q \) events, the goal of inference is to interpret \( V \) with a graph list \( G = (G_1, G_2, ..., G_Q) \). The graph \( G_t \) is the interpretation to the video clip \( V_{\tau_t} \) in the interval \( \Delta_{\tau_t} \), where \( \bigcup_{q=1}^{Q} \Delta_q = \Delta \). We segment \( V \) into \( Q \) disjoint segment \( (V_1, V_2, ..., V_Q) \) and interpret \( V_{\tau_t} \) with \( G_t \) by optimizing a posterior probability,

\[
p(G|V) = \prod_{q=1}^{Q} p(G_q|V_q).
\]

Or equivalently, minimizing the total energy,

\[
\mathcal{E}(G|V) = \sum_{q=1}^{Q} \mathcal{E}_n(G_q|V_q).
\]

\( \mathcal{E}_n(G_q|V_q) \) is the energy of each video clip, as defined in Eq. (1). The most likely interpretation to \( V \) is computed as

\[
G^* = \arg\min\mathcal{E}(G|V)
\]

### 4.1 Dynamic Programming Beam Search

We use a dynamic programming beam search algorithm (DPBS) to solve Eq. (9). The DPBS was previously used in the machine language translation [52]. We improve and extend it for the hierarchical interpretation of videos. The general framework of our DPBS includes four processes:

1. searching for objects and producing multiple hypothesized object detections in the current frame;
2. proposing the possible interpretations to the current frame according to the pose feature, object detection, and 3D relations between them;
3. computing multiple graph lists and their energies of the current video with the interpretations to the past video and the current frame;
4. keeping those graph lists with larger probabilities and continuing to interpret the next frame.

The above processes iterate forward frame by frame until the video ends. The graph list with the largest probability will be the final interpretation to the video. Fig. 7 illustrates the DPBS. In the following, we will elaborate on how to compute the graph lists and their energies.

Suppose \( G_{1-1}^j, ..., G_{T-1}^j \) are \( J \) interpretive graph lists for the video in \([1, t-1]\); with the energies \( \mathcal{E}^j_{1-1}, ..., \mathcal{E}^j_{t-1} \) respectively. They are shown as the paths from time 1 to \( t-1 \) in Fig. 7(b). At time \( t \), we need to compute an interpretation to the current frame \( f_t \), based on each of the \( J \) paths, for example, the \( j \)th path (the green path in Fig. 7(b)). Suppose \( a_{t-1} \) and \( a_t \) are the atomic event labels of frame \( f_{t-1} \) and \( f_t \), respectively. Given the \( j \)th path \( G^j_{1-1} \), there are three types of interpretations to the frame \( f_t \)(shown in Fig. 7(d)):

1. \( a_t \) repeats the same atomic event with \( a_{t-1} \);
2. \( a_t \) transits to the next atomic event in the same event;
3. \( a_t \) is the atomic event of a new event.

All the possible values of \( a_t \) are appended to \( G^j_{t-1} \) according to the three types of interpretations, which generates \( m_j \) new graph lists \( G^j_1(G^j_{1-1}), ..., G^j_{m_j}(G^j_{1-1}) \) with energy \( \mathcal{E}^j_1 + \mathcal{E}^j_f + \mathcal{E}^j_f \) for the \( m_j \) possible solutions. We keep \( J \) solutions \( G^1_1, ..., G^J_1 \) with the lowest energies \( \mathcal{E}^1_1, ..., \mathcal{E}^J_1 \) as the possible interpretations to the video in the interval \([1, t]\).

We use a simplified example shown in Fig. 7 to illustrate the algorithm. \( G^j_{t-1} \) is the \( j \)th interpretation to the video.
in the interval $[1, t - 1]$. Based on $G_{t-1}^j$, there exist three interpretations to the current frame $f_t$. Appending them to $G_{t-1}^j$ produces three possible interpretations to the video in $[1, t]$, i.e. $G_1^j(G_{t-1}^j), G_2^j(G_{t-1}^j), G_3^j(G_{t-1}^j)$, and $m_j = 3$.

With all $G_1^j, ..., G_M^j$, there totally exist $m_1 + ... + m_J$ possible interpretations to the sequence in $[1, t]$.

### 4.2 Implementation Details

Suppose $N_a$ is the number of all atomic events. Without any constraint, there are totally $N_a^{\tau}$ interpretations to a sequence of the length $T$. It is inaculculable considering $T$ is often larger than 100. With the beam search number J, the complexity of our algorithm is $O(JTN_a)$. For example, if $J = 200$ and each event contains 4 atomic events, there are about 6400 interpretations to a video from the dataset with 8 event categories. It can be computed efficiently.

Event recognition is to predict an event category for a video. By setting $Q = 1$, DPBS computes an interpretive graph for the video. The graph root is the event label. Sequence segmentation is to cut a long video sequence into coherent segments that each segment corresponds to an event. DPBS can interpret a frame as a new event, at which the sequence is cut into segments of different events.

Object localization is to determine the object location both in the 3D point cloud and 2D image of each video frame. SVM-trained detectors (as defined in Section 3.1.2) firstly scan each frame to generate multiple hypothesized detections. Then the object detection score, human pose context, and temporal coherence are incorporated to maintain the locations with large probabilities.

### 5 Learning

In this section, we will elaborate on how to learn the hierarchical structure of the event, atomic events, temporal relations, and model parameters.

#### 5.1 Ordered Expectation-Maximization Learning

To learn the hierarchical structure of an event category, each sample video of the category should be cut into disjointed segments so that each segment corresponds to an atomic event, as is shown in Fig. 8(a). However, the event structure is hidden. Though EM is widely-used for unsupervised clustering, it clusters frames without considering the temporal orders, and thus can not produce continuous segments, as is shown in Fig. 8(b). We propose an ordered expectation maximization algorithm (OEM) to learn the event structures and model parameters, as is shown in Fig. 8(a).

As Section 3.1.1 states, the human pose feature of each frame follows Gaussian distribution. From another perspective, we can assume each frame pose feature in a video follows Gaussian mixtures and each component of the mixtures corresponds to an atomic event. This assumption is based on and characterizes the fact that human poses of an atomic event in a video and different videos are similar.

Suppose $\{H^m| m = 1, 2, ..., M\}$ are $M$ video samples of an event category, as the color bars in Fig. 8. Each sequence is composed of $T_m$ frames $H^m = (h^m_1, h^m_2, ..., h^m_{T_m})$, where $h^m_1$ is the frame pose feature at time $1$ in the $m$th sequence. With these samples, the goal is to cut each sequence $H^m$ into $K$ disjointed segments so that the frames in the $k$th segment belong to the $k$th atomic event, as shown in Fig. 8(a). The number $K$ is decided empirically and an event typically has $K = 3, 4$ atomic events in our experiments.

To achieve this goal, we introduce latent variables $s^m = (s^m_1, ..., s^m_K)$, and two constants $s^m_1 = 1, s^m_{K+1} = T_m + 1$ for each sequence $H^m$, where $s^m_k \in \{1, ..., T_m, T_m + 1\}$ is the time boundary of the segment, and $s^m_k < s^m_{k+1}$. These latent variables cut the sequence $H^m$ into $K$ disjointed segments. The $k$th segment starts at the time $s^m_k$ and ends at the time $s^m_{k+1} - 1$. The frame pose feature in the $k$th segment follows the $k$th component distribution $N(h^m_{s^m_k}| \mu_k, \Sigma_k)$ of the Gaussian mixtures. For all the sequence samples $\{H^m| m = 1, 2, ..., M\}$, the likelihood function is

$$L(\tau, \mu, \Sigma, S) = \prod_{m=1}^{M} \prod_{k=1}^{K} \prod_{t=s^m_k}^{s^m_{k+1}-1} \tau_{k}N(h^m_{t}\mid \mu_k, \Sigma_k)$$

(10)

where $\tau = (\tau_1, ..., \tau_K)$, $\mu = (\mu_1, ..., \mu_K)$, $\Sigma = (\Sigma_1, ..., \Sigma_K)$. $S = (s^1, ..., s^M)$ is the latent variable set of all sequences. The optimal parameters are computed as

$$\left(\tau, \mu, \Sigma, S\right)^* = \arg\max L(\tau, \mu, \Sigma, S)$$

(11)

#### 5.1.1 Optimization

It is hard to solve Eq. (11) for its exponential complexity. Our OEM optimizes Eq. (11) under the framework similar to EM. Different from EM, OEM introduces the latent segment variables to determine the sample assignment. These segment variables are unknown and should be also optimized. So in the E step, we compute the optimal temporal segmentation for each sequence to cluster the samples, instead of computing responsibilities as in EM. Given $S$, we can optimize Eq. (11) with respect to $\tau, \mu$, and $\Sigma$ by Lagrange multiplier method. The OEM optimization is summarized as:
1) **Initialization.** Initialize $S$ by uniformly segmenting each video sequence into $K$ segments. With $S$, initialize $\mu$, $\Sigma$, and $\tau$ with Eq. (13).

2) **E step.** Compute optimal segmentation for each sequence $H^m (m = 1, \ldots, M)$ with current $\tau$, $\mu$, and $\Sigma$.

$$
(s^m)^* = \arg \max_s \prod_{k=1}^K \prod_{t=m}^{s_k^m-1} \tau_k N(h_t^m | \mu_k, \Sigma_k) 
$$

In Section 5.1.2, we will detail how to optimize Eq. (12).

3) **M step.** Re-estimate the parameters with new $S$.

$$
\mu_k = \frac{1}{N_k} \sum_{m=1}^M \sum_{t=s_k^m}^{s_k^m-1} h_t^m \\
\Sigma_k = \frac{1}{N_k} \sum_{m=1}^M \sum_{t=s_k^m}^{s_k^m-1} (h_t^m - \mu_k)(h_t^m - \mu_k)^T \\
\tau_k = \frac{N_k}{N}
$$

where $N_k = \sum_{m=1}^M (s_k^m + 1 - s_k^m)$ is the frame number of the $k$th cluster.

4) **Evaluate** the log likelihood

$$
\ln L = \sum_{m=1}^M \sum_{k=1}^K \sum_{t=s_k^m}^{s_k^m-1} \{ \ln \tau_k - \frac{d}{2} \ln 2\pi - \frac{1}{2} \ln |\Sigma_k| \\
- \frac{1}{2} (h_t^m - \mu_k)^T \Sigma_k^{-1} (h_t^m - \mu_k) \}
$$

and check for convergence. If the convergence criterion is satisfied, stop and output the optimization results; else, return to 2) **E** step.

### 5.1.2 Computing Optimal Temporal Segmentation

The optimization space size of Eq. (12) is exponentially related to the sequence length. So it is hard to get the global optimization by exhaustive search.

We propose to optimize it with an iterative approximation programming (IAP). In an iteration, each component of $s^m$ is sequentially optimized conditioned on its other components. For clarity, we denote $s^m = (s_1^m, \ldots, s_K^m)$ as $s = (s_2, \ldots, s_K)$, and define $s^{(i)} = (s_2^{(i)}, \ldots, s_K^{(i)})$ as the value in the iteration step $i$. We denote

$$
\lambda(s) = \prod_{k=1}^K \prod_{t=s_k}^{s_k-1} \tau_k N(h_t^m | \mu_k, \Sigma_k) 
$$

Eq.(12) rewritten as

$$
(s^* = \arg \max_s \lambda(s) 
$$

The IAP algorithm is summarized as:

1) **Initialize** $s^{(0)} = (s_2^{(0)}, \ldots, s_K^{(0)})$ as the values in the last E step.

2) **Iterate** $i = i + 1, \text{ optimize} \quad s_2^{(i)} = \arg \max_{s_2} \lambda(s_2, s_3^{(i-1)}, \ldots, s_K^{(i-1)})$

$$
\vdots
$$

$$
s_K^{(i)} = \arg \max_{s_K} \lambda(s_2^{(i)}, \ldots, s_K^{(i-1)})
$$

3) **Check** for convergence. If the convergence condition is satisfied, stop and output the $s^{(i)}$ as the optimal segmentation; else, return to step 2).

### 5.1.3 Estimating Parameters

The pose model of the $k$th atomic event is the $k$th component of mixture Gaussian. The co-occurred object categories in all the frames of the $k$th segment are set as the interacting object categories for the $k$th atomic event. The 3D geometric relation parameters are computed by maximum-likelihood estimation with the samples of the $k$th segment.

### 5.2 Learning Temporal Relation

While learning atomic events with OEM, each sample sequence of the event $E$ is cut into $K$ segments. The number of frames in each segment suggests the duration of each atomic event. We use these duration samples to learn the parameters of the atomic event transition, i.e. $\beta$ and $\gamma$ in Eq. (6) for two neighboring atomic events $\omega_{k-1}$ and $\omega_k$.

We use the logistic function learning strategy [11]. Given $a_{t-1} = \omega_{k-1}$, $a_1$ can be $\omega_{k-1}$ or $\omega_k$. Suppose $d$ is the continuous duration of $\omega_{k-1}$ in previous frames. We introduce a $0 - 1$ variable $b$ corresponding to each $d$. Given $d, b = 1$ if the atomic event in the next frame is $\omega_{k+1}$; $b = 0$ if it is $\omega_k - 1$.

$s_{k-1}, s_k^m$, and $s_{k+1}$ are the segment boundaries of $\omega_{k-1}$ and $\omega_k$. In the $m$th sequence. In the interval $[s_{k-1}^m, s_k^m]$, the duration $d_{k-1}$ of the atomic event $\omega_{k-1}$ can be $1, 2, \ldots, s_k^m - s_{k-1}^m$. When $d \in \{1, 2, \ldots, s_k^m - s_{k-1}^m - 1\}$, the atomic event in the next frame will be $\omega_{k-1}$, therefore $b = 0$; when $d \in \{s_k^m - s_{k-1}^m, \ldots, s_k^m - s_{k-1}^m - 1\}$, the atomic event in the next frame will be $\omega_{k+1}$, therefore $b = 1$. In this way, we obtain $s_{k+1}^m - s_{k-1}^m$ pair samples from the $m$th sequence: $(d_1, b_1), (d_2, b_2), \ldots, (d_N, b_N)$. Suppose we totally obtain $D$ pair samples from all the $M$ sequences. $b = (b_1, \ldots, b_D)$ is the label set. The likelihood function is

$$
p(b | \beta, \gamma) = \prod_{n=1}^D e^{b_n (1 - c_n)^3 - b_n} 
$$

where $c_n = p(\omega_k | \omega_{k-1}, d_{k-1})$, as defined in Eq. (6).

The parameters $\beta$ and $\gamma$ in Eq.(18) can be computed by the maximum likelihood estimation.

### 6 SCENE ALIGNMENT AND OBJECT SEARCH

#### 6.1 Scene Alignment

Due to the variations of camera positions and view angles, the geometric relations between human body and objects diverge in different scenes. To learn the geometric relations, all the original scenes of point cloud should be aligned. We implement it in two steps:

1) transforming the scene from the camera coordinate to the world coordinate; and

2) rotating the scene so that all the scenes have the same directions relative to the human body.

We assume the planes of wall and floor are orthogonal to each other. In the first step, the original scene is transformed so that the planes of wall and floor are parallel to the world coordinate planes. We adopt a Manhattan world method [53], [54]. We create a Delaunay triangulation of the scene
Step 2: removing void locations. We further remove the
locations at which the 3D spatial occupancy is void. Given
the 3D locations from Step 1, we put a 3D box at each
location and check to see if the box contains cloud points.
If the number of the points is smaller than a threshold, the
location is considered void and discarded. The box sizes and
threshold are set empirically. After this step, the locations
with ‘real object entity’ remains and are shown in Fig. 10(d).

Step 3: refining valid locations. In this step, the object
locations are refined using the human-object geometric com-
patibility probability shown in Fig. 10(b). Those locations
with small compatibility probability are pruned. The result
is shown in Fig. 10(e). The resulted 3D locations are trans-
formed to 2D locations on the image plane, where the objects
are searched as the green area shown in Fig. 10(f).

Through the three steps, most invalid locations are re-
moved and the object search space is greatly reduced.

7 Experiments
7.1 Experimental Dataset
We test the proposed methods on three challenging dataset.

Multiview RGBD Event Dataset. We collect a large
multi-view RGBD event dataset. The videos are captured
by 3 stationary Kinect cameras simultaneously at different
viewpoints around the human. Each video frame includes
a RGB image at a resolution of \(640 \times 480\) pixels, a depth
image, and a 3D human skeleton. The events are performed
by 8 actors in indoor scenes, like hallway and library. Each
actor performs the events with different object instances
and various styles. It includes 8 event categories: drink with
mug, call with cellphone, read book, use mouse, type on keyboard,
fetch water from dispenser, pour water from kettle, and press
button, which involve 11 object classes: mug, cellphone, book,
mouse, keyboard, dispenser, kettle, button, monitor, chair, and
desk. Fig. 11 shows some RGB and depth frames.

We manually segment the long videos into short se-
quences with each segment containing one event from the
beginning to the end. The labeled dataset contains 3,815
event videos and 383,036 RGBD frames. Each event category
has about 477 video instances on the average.

Our dataset has several characteristics which make it
challenging. Firstly, it is multiview. We use three cameras
to capture the video. But due to various styles of actor’s
action, the viewpoint of each event is much larger than
three. Secondly, the event involves various objects and the
human skeletons are very noisy. Thirdly, the data has large
variance due to styles of actors to perform the event. Table 1
shows the comparison of several well-known event datasets.

DailyActivity3D Dataset (Daily3D) [13] contains 320
RGBD videos and 3D human joint sequences of 16 daily
activity classes: drink, eat, read book, call cellphone, write on
7.2 Event Recognition

Multiview RGBD Event Dataset. We use two classical event recognition methods as baselines—motion template (MT) [1] and hidden Markov model (HMM) [23]. Since the data captured by the Kinect is noisy, the feature proposed in [1] is not available in our input. We use 3D joint points on the arms as the input frame features for MT and HMM. For MT, we train a motion template for each event category, and match the testing samples with the templates with dynamic temporal warping distance. For HMM, we train a hidden Markov model for each event category. We also compute the recognition accuracy of 4D, which is the same framework as 4DHOI except that it only uses the human pose information as input and omits the information of contextual object interaction.

Table 2 shows that the performance of our method is better than other three methods. It outperforms other methods in 6 categories of all 8 event categories, and improves the overall accuracy, which demonstrates the strength of our joint modeling and inference.

Fig. 12 shows the confusion matrices of 4DH and 4DHOI on Multiview RGBD Event Dataset. The event names are simplified.
TABLE 3: Event recognition accuracy comparison on Daily-Activity3D Dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.54</td>
<td>0.64</td>
<td>0.74</td>
<td>0.74</td>
<td>0.80</td>
</tr>
</tbody>
</table>

TABLE 4: Event recognition accuracy comparison on MSR-Action3D Dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.54</td>
<td>0.63</td>
<td>0.75</td>
<td>0.47</td>
<td>0.69</td>
<td>0.83</td>
</tr>
</tbody>
</table>

ALEJ is proposed in the same work with the dataset [13]. Table 3 shows the comparison of the recognition accuracy.

Our 4DH and 4DHOI achieve accuracies of 0.74 and 0.80 respectively, while DTW is 0.54, ROP is 0.64, and ALEJ is 0.74. This demonstrates the strength of our method, especially considering that our method can not only recognize the event, but also segment the sequence and localize objects simultaneously, while the other three methods were particularly designed for action recognition.

**MSR-Action3D Dataset.** Since this dataset contains no object interactions, we compare our 4DH method with five other recently proposed methods which use the skeleton information. Table 4 shows the comparison of the overall recognition accuracy.

Our method achieves an accuracy of 0.83 on this dataset. The work action graph (AG) [55], which released the MSR-Action3D Dataset, obtains an accuracy of 0.75. The other latest methods based on skeleton joints, like Dynamic Temporal Warping (DTW) [1], Hidden Markov Models (HMM) [2], Most Informative Joints (MJ) [57], and Actionlet Ensemble on Joint Feature (ALEJ) [13] achieve accuracy of 0.54, 0.63, 0.47, and 0.69, respectively. This comparison proves the strength of our method. It also demonstrates that our model can effectively handle the actions with subtle structures.

### 7.3 Sequence Segmentation

We test our sequence segmentation method on 300 long video sequences which are generated by concatenating the videos from the Multiview RGBD Event Dataset. The event number, categories, and actors in each sequence are random. Each sequence contains one to ten event instances, and the length ranges from 29 to 1409 at a frame rate of 15 fps.

Our segmentation data is challenging for several reasons. Firstly, the event instances have complex temporal structures, and the human motion in an event is not coherent. For example, the human motions in the initial and middle steps of the event *pour water from kettle* are very different, which may lead to fake segmentation boundary between the two phases. Secondly, some similar events occur in one consecutive sequence, and some events occur many times in one sequence. Thirdly, some sequences contain only one event instance, which tests the generality of the segmentation algorithm and increases the data difficulty.

To comprehensively test the segmentation algorithms, we use two criteria for evaluation. The first is the frame accuracy, which is defined as the ratio between the number of correctly labeled frames and the number of all testing frames. The second is the segment accuracy defined in

![Fig. 13: Sequence segmentation comparison. Each row is a video sequence. Each color denotes an event.](image-url)
TABLE 5: Comparison of sequence segmentation algorithms with two accuracy metrics.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Segment Accuracy</td>
<td>0.75</td>
<td>0.61</td>
<td>0.69</td>
<td>0.69</td>
<td>0.84</td>
</tr>
<tr>
<td>Frame Accuracy</td>
<td>0.74</td>
<td>0.52</td>
<td>0.63</td>
<td>0.64</td>
<td>0.76</td>
</tr>
</tbody>
</table>

7.4 Object Localization

Multiview RGBD Event Dataset. We use the average precision (AP) as the criterion for evaluating object localization. In each frame, we obtain many proposal positive locations, with which we compute the precision, recall and AP. This criterion uses more localized instances than the localization accuracy criterion in the conference paper [12]. We compare our method with the detection method using HOG feature [5] and RDH using the RGBD HOG feature [6] which detect objects in a sliding window way. The originally detected boxes of these methods are processed with the non-maxima suppression. Table 6 shows the AP comparison of each object class. Fig. 14 shows the overall AP and precision-recall curves. Fig. 15 visualize some examples.

Fig. 14: Overall precision-recall comparison.

Fig. 15: Examples of object localization on Multiview RGBD Event Dataset. For each object category, we show the same number of localizations with top scores. (a) Ground truth. (b) HOG. (c) RDH. (d) 4DHOI on RGB image. (e) 4DHOI in 3D point cloud. We show one instance for clarity.
TABLE 7: The overall average precision (AP) comparison on DailyActivity3D Dataset.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Accuracy</td>
<td>0.41</td>
<td>0.51</td>
<td>0.70</td>
</tr>
</tbody>
</table>

button are so thin that Kinect camera did not capture their depth. Thus the 3D geometric compatibility between human and object is not accuracy. Secondly, these objects are nearly still in the video, and thus do not fit well to the action model when the human body is constantly moving.

**DailyActivity3D Dataset.** We compare our method with HOG [5] and RDH [6] on the interacting objects of 9 classes - mug, food packet, book, cellphone, laptop, cleaner, paper, gamebox, and guitar. Table 7 shows the overall AP comparison.

The resolutions of the object instances on this dataset are low, and many instances are corrupted by the noise. Thus, the appearance-based method of HOG and RDH obtain APs of 0.41 and 0.51, respectively. When incorporating the human interactions, our 4DHOI method achieves an average precision of 0.70. It significantly improves the performance.

8 **DISCUSSION AND FUTURE WORK**

In this paper, we present a 4D human-object interaction model for joint event recognition, sequence segmentation, and contextual object localization from RGBD videos. The 4DHOI model represents the geometric, temporal and semantic relations in daily events involving human object interactions. The experiments demonstrate improved performance on challenging datasets for all three tasks.

Several issues still need to be investigated in the future work. Firstly, the overall precision in object localization is still unsatisfactory. This is mainly due to the low quality of 3D human skeletons and depth data from the Kinect camera. The large noise and holes in the depth data may compromise the HOG feature and therefore weaken the object detections.

Secondly, modeling the human-object interaction in concurrent actions [15] is another interesting but challenging problem. Our 4DHOI model can potentially be applied to the concurrent actions for its part-based definition of features and relations. However, in the concurrent action, in addition to the human-object interaction, complex interactions often exist among different actions [15]. Such complicated interactions of multi-types need to be further studied.

Thirdly, how to define objects and scenes with multisource information is a challenging problem [7], [8], [9]. This paper discusses several types of information, like appearance, affordance, and coherence. Quantitatively describing and measuring the weights of different factors are significant tasks of our future work.

The 4DHOI model is a hierarchically spatial-temporal graph representation which can be further used for reasoning scene functionality [8] and object affordance [14]. It can potentially be used for recovering 3D poses from RGB videos. These tasks will be the topics of our future work.
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