Much faster implementation for learning in Experiments 1 

1) In zip, select all, and extract (automatically to a directory “Exp1n2fast”).

2) enter matlab, and get into directory “Exp1n2fast”.

3) type "ABlearn". 

4) type “ABfind”. 

If you want to use active correlation, change LIK to 0 in Ablearn.m

We did 4 things to increase the speed. 

1) We introduce a shutup threshold, so that pixels with low values of pooled averages will be out of the loop. 

2) We store the shifting values, so that there is no need for repeated sine and cosine computations. 

3) We keep track of the positions and orientations of local maxima, and only update those local maxima that are affected by inhibition. 

4) We put the pooled averages into a large number of bins, and within each bin, we chain up the locations and orientations. When we update the pooled averages, we need update the chains that are affected. So there is some book-keeping. But the point is that we only need to look at the top bin to find the maximal pooled average during each iteration of the shared pursuit algorithm. 

The last two tricks are very powerful, and make the C code almost real time learning, after the convolution in matlab. 

The second trick is also applied to Cfind.c. 

