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PREFACE TO THE FOURTH EDITION

THE main change from the third edition is that the chapter on quantum
electrodynamics has been rewritten. The quantum electrodynamics
given in the third edition describes the motion of individual charged
particles moving through the electromagnetic field, in close analogy
with classical electrodynamics. It is a form of theory in which the
number of charged particles is conserved and it cannot be generalized
to allow of variation of the number of charged particles.

In present-day high-energy physics the creation and annihilation
of charged particles is a frequent occurrence. A quantum electro-
dynamics which demands conservation of the number of charged
particles is therefore dut of touch with physical reality. So I have
replaced it by a quantum electrodynamics which includes creation and
annihilation of electron-positron pairs. This involves abandoning any
close analogy with classical electron theory, but provides a closer
description of nature. It seems that the classical concept of an electron
is no longer a useful model in physics, except possibly for elementary
theories that are restricted to low-energy phenomena.
’ P.A. M. D.
ST. JOHN’S COLLEGE, CAMBRIDGE

11 May 1957

NOTE TO THE REVISION OF THE
FOURTH EDITION
TaE opportunity has been taken of revising parts of Chapter XII

(‘Quantum electrodynamics’) and of adding two new sections on
interpretation and applications. P. A .M. D.

ST. JOHN’S COLLEGE, CAMBRIDGE
26 May 1967






FROM THE
PREFACE TO THE FIRST EDITION

THE methods of progress in theoretical physics have undergone a
vast change during the present century. The classical tradition
has been to consider the world to be an association of observable
objects (particles, fluids, fields, etc.) moving about according to
definite laws of force, so that one could form a mental picture in
space and time of the whole scheme. This led to a physics whose aim
was to make assumptions about the mechanism and forces connecting
these observable objects, to account for their behaviour in the
simplest possible way. It has become increasingly evident in recent
times, however, that nature works on a different plan. Her funda-
mental laws do not govern the world as it appears in our mental
picture in any very direct way, but instead they control a substra-
tum of which we cannot form a mental picture without intro-
ducing irrelevancies. The formulation of these laws requires the use
of the mathematics of transformations. The important things in
the world appear as the invariants (or more generally the nearly
invariants, or quantities with simple transformation properties)
of these transformations. The things we are immediately aware of
are the relations of these nearly invariants to a certain frame of
reference, usually one chosen so as to introduce special simplifying
features which are unimportant from the point.of view of general
theory.

The growth of the use of transformation theory, as applied first to
relativity and later to the quantum theory, is the essence of the new
method in theoretical physics. Further progress lies in the direction
of making our equations invariant under wider and still wider trans-
formations. This state of affairs is very satisfactory from a philo-
sophical point of view, as implying an increasing recognition of the
part played by the observer in himself introducing the regularities
that appear in his observations, and a lack of arbitrariness in the ways
of nature, but it makes things less easy for the learner of physics.
The new theories, if one looks apart from their mathematical setting,
are built up from physical concepts which cannot be explained in
terms of things previously known to the student, which cannot even
be explained adequately in words at all. Like the fundamental con-
cepts (e.g. proximity, identity) which every one must learn on his
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arrival into the world, the newer concepts of physics can be mastered
only by long familiarity with their properties and uses.

From the mathematical side the approach to the new theories
presents no difficulties, as the mathematics required (at any rate that
which is required for the development of physics up to the present) -
is not essentially different from what has been current for a consider-
able time. Mathematics is the tool specially suited for dealing with
abstract concepts of any kind and there is no limit to its power in this
field. For this reason a book on the new physics, if not purely descrip-
tive of experimental work, must be essentially mathematical. All the
same the mathematics is only a tool and one should learn to hold the
physical ideas in one’s mind without reference to the mathematical
form. In this book I have tried to keep the physics to the forefront,
by beginning with an entirely physical chapter and in the later work
examining the physical meaning underlying the formalism wherever
possible. The amount of theoretical ground one has to cover before
being able to solve problems of real practical value is rather large, but
this circumstance is an inevitable consequence of the fundamental
part played by transformation theory and is likely to become more
pronounced in the theoretical physics of the future.

With regard to the mathematical form in which the theory can be
presented, an author must decide at the outset between two methods.
There is the symbolic method, which deals directly in an abstract way
with the quantities of fundamental importance (the invariants, etc.,
of the transformations) and there is the method of coordinates or
representations, which deals with sets of numbers corresponding to
these quantities. The second of these has usually been used for the
presentation of quantum mechanics (in fact it has been used practi-
cally exclusively with the exception of Weyl’s book Gruppentheorie
und Quantenmechanik). It is known under one or other of the two
names ‘Wave Mechanics’ and ‘Matrix Mechanics’ according to which
physical things receive emphasis in the treatment, the states of a
system or its dynamical variables. It has the advantage that the kind
of mathematics required is more familiar to the average student, and
also it is the historical method.

The symbolic method, however, seems to go more deeply into the
nature of things. It enables one to exvoress the physical laws in a neat
and concise way, and will probably be increasingly used in the future
as it becomes better understood and its own special mathematics gets
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developed. For this reason I have chosen the symbolic method,
introducing the representatives later merely as an aid to practical
calculation. This has necessitated a complete break from the histori-
cal line of development, but this break is an advantage through
enabling the approach to the new ideas to-be made as direct as

possible.
P. A .M. D.
ST. JOHN’S COLLEGE, CAMBRIDGE
29 May 1930
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I
THE PRINCIPLE OF SUPERPOSITION

1. The need for a quantum theory ‘
CLASSIOAL mechanics has been developed continuously from the time
of Newton and applied to an ever-widening range of dynamical
systems, including the electromagnetic field in interaction with
matter. The underlying ideas and the laws governing their applica-
tion form a simple and elegant scheme, which one would be inclined
to think could not be seriously modified without having all its
attractive features spoilt. Nevertheless it has been found possible to
set up a new scheme, called quantum mechanics, which is more
suitable for the description of phenomena on the atomic scale and
which is in some respects more elegant and satisfying than the
classical scheme. This possibility is due to the changes which the
new scheme involves being of a very profound character and not
clashing with the features of the classical theory that make it-so
attractive, as a result of which all these features can be incorporated
in the new scheme.

The necessity for a departure from classical mechanics is clearly
shown by experimental results. In the first place the forces known
in classical electrodynamics are inadequate for the explanation of the
remarkable stability of atoms and molecules, which is necessary in
order that materials may have any definite physical and chemical
properties at all. The introduction of new hypothetical forces will not
save the situation, since there exist general principles of classical
mechanics, holding for all kinds of forces, leading to results in direct
disagreement with observation. For example, if an atomic system has
its equilibrium disturbed in any way and is then left alone, it will be set
in oscillation and the oscillations will get impressed on the surround-
ing electromagnetic field, so that their frequencies may be observed
with a spectroscope. Now whatever the laws of force governing the
equilibrium, one would expect to be able to include the various fre-
quencies in a scheme comprising certain fundamental frequencies and
their harmonics. This is not observed to be the case. Instead, there
is observed a new and unexpected connexion between the frequencies,
called Ritz’s Combination Law of Spectroscopy, according to which all
the frequencies can be expressed as differences between certain terms,
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the number of terms being much less than the number of frequencies.
This law is quite unintelligible from the classical standpoint.

One might try to get over the difficulty without departing from
classical mechanics by assuming each of the spectroscopically ob-
served frequencies to be a fundamental frequency with its own degree
of freedom, the laws of force being such that the harmonic vibrations
do not occur. Such a theory will not do, however, even apart from
the fact that it would give no explanation of the Combination Law,
since it would immediately bring one into conflict with the experi-
mental evidence on specific heats. Classical statistical mechanics
enables one to establish a general connexion between the total number
of degrees of freedom of an assembly of vibrating systems and its
specific heat. If one assumes all the spectroscopic frequencies of an
atom to correspond to different degrees of freedom, one would get a
specific heat for any kind of matter very much greater than the
observed value. In fact the observed specific heats at ordinary
temperatures are given fairly well by a theory that takes into account
merely the motion of each atom as a whole and assigns no internal
motion to it at all.

This leads us to a new clash between classical mechanics and the
results of experiment. There must certainly be some internal motion
in an atom to account for its spectrum, but the internal degrees of
freedom, for some classically inexplicable reason, do not contribute
to the specific heat. A similar clash is found in connexion with the
energy of oscillation of the electromagnetic field ina vacuum. Classical
mechanics requires the specific heat corresponding to this energy to
be infinite, but it is observed to be quite finite. A general conclusion
from experimental results is that oscillations of high frequency do
not contribute their classical quota to the specific heat.

As another illustration of the failure of classical mechanics we may
consider the behaviour of light. We have, on the one hand, the
phenomena of interference and diffraction, which can be explained
only on the basis of a wave theory; on the other, phenomena such as
photo-electric emission and scattering by free electrons, which show
that light is composed of small particles. These particles, which
are called photons, have each a definite energy and momentum, de-
pending on the frequency of the light, and appear to have just as
real an existence as electrons, or any other particles known in physics.
A fraction of a photon is never observed.
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Experiments have shown that this anomalous behaviour is not
peculiar to light, but is quite general. All material particles have
wave properties, which can be exhibited under suitable conditions.
We have here a very striking and general example of the breakdown
of classical mechanics—not merely an inaccuracy in its laws of motion,
but an inadequacy of its concepts to supply us with a description of
atomic events.

The necessity to depart from classical ideas when one wishes to
account for the ultimate structure of matter may be seen, not only
from experimentally established facts, but also from general philo-
sophical grounds. In a classical explanation of the constitution of
matter, one would assume it to be made up of a large number of small
constituent parts and one would postulate laws for the behaviour of
these parts, from which the laws of the matter in bulk could be de-
. duced. This would not comfplete the explanation, however, since the
question of the structure and stability of the constituent parts is left
untouched. To go into this question, it becomes necessary to postu-
late that each constituent part is itself made up of smaller parts, in
terms of which its behaviour is to be explained. There is clearly no
end to this procedure, so that one can never arrive at the ultimate
structure of matter on these lines. So long as big and small are merely
relative concepts, it is no help to explain the big in terms of the small.
It is therefore necessary to modify classical ideas in such a way as to
give an absolute meaning to size. '

At this stage it becomes important to remember that science is
concerned only with observable things and that we can observe an
object only by letting it interact with some outside influence. An act
of observation is thus necessarily accompanied by some disturbance
of the object observéd. We may define an object to be big when the
disturbance accompanying our observation of it may be neglected,
and small when the disturbance cannot be neglected. This definition
is in close agreement with the common meanings of big and small.

It is usually assumed that, by being careful, we may cut down the
disturbance accompanying our observation to any desired extent.
The concepts of big and small are then purely relative and refer to the
gentleness of our means of observation as well as to the object being
described. In order to give an absolute meaning to size, such as is
required for any theory of the ultimate structure of matter, we have
to assume that there is a limit to the fineness of our powers of observation
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and the smallness of the dccompanying disturbance—a limit which is
inherent in the nature of things and can never be surpassed by improved
technique or increased skill on the part of the observer. Ifthe object under
observation is such that the unavoidable limiting disturbance is negli-
gible, then the object is big in the absolute sense and we may apply
classical mechanics to it. If, on the other hand, the limiting dis-
turbance is not negligible, then the object is small in the absolute
sense and we require a new theory for dealing with it.

A consequence of the preceding discussion is that we must revise
our ideas of causality. Causality applies only to a system which is
left undisturbed. If a system is small, we cannot observe it without
producing a serious disturbance and hence we cannot expect to find
any causal connexion between the results of our observations.
Causality will still be assumed to apply to undisturbed systems and
the equations which will be set up to describe an undisturbed system
will be differential equations expressing a causal connexion between
conditions at one time and conditions at a later time. These equations
will be in close correspondence with the equations of classical
mechanics, but they will be connected only indirectly with the results
of observations. There is an unavoidable indeterminacy in the calcu-
lation of observational results, the theory enabling us to calculate in
- general only the probability of our obtaining a particular result when
we make an observation.

2. The polarization of photons

The discussion in the preceding section about the limit to the
gentleness with which observations can be made and the consequent
indeterminacy in the results of those observations does not provide
any quantitative basis for the building up of quantum mechanics.
For this purpose a new set of accurate laws of nature is required.
One of the most fundamental and most drastic of these is the Principle
of Superposition of States. We shall lead up to a general formulation
of this principle through a consideration of some special cases, taking
first the example provided by the polarization of light.

Tt is known experimentally that when plane-polarized light is used
for ejecting photo-electrons, there is a preferential direction for the
electron emission. Thus the polarization properties of light are closely
connected with its corpuscular properties and one must ascribe a
polarization to the photons. One must consider, for instance, a beam
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of light plane-polarized in a certain direction as consisting of photons
each of which is plane-polarized in that direction and a beam of
circularly polarized light as consisting of photons each circularly
polarized. Every photon is in a certain state of polarization, as we
shall say. The problem we must now consider is how to fit in these
ideas with the known facts about the resolution of light into polarized
components and the recombination of these components.

Let us take a definite case. Suppose we have a beam of light passing
through a crystal of tourmaline, which has the property of letting
through only light plane-polarized perpendicular to its optic axis.
Classical electrodynamics tells us what will happen for any given
polarization of the incident beam. If this beam is polarized per-
pendicular to the optic axis, it will all go through the crystal; if
parallel to the axis, none of it will go through; while if polarized at
an angle « to the axis, a fraction sin%x will go through. How are we
to understand these results on a photon basis?

A beam that is plane-polarized in a certain direction is to be
pictured as made up of photons each plane-polarized in that
direction. This picture leads to no difficulty in the cases when our
incident beam is polarized perpendicular or parallel to the optic axis.
We merely have to suppose that each photon polarized perpendicular
to the axis passes unhindered and unchanged through the crystal,
while each photon polarized parallel to the axis is stopped and ab-
sorbed. A difficulty arises, however, in the case of the obliquely
polarized incident beam. Each of the incident photons is then
obliquely polarized and it is not clear what will happen to such a
photon when it reaches the tourmaline.

A question about what will happen to a particular photon under
certain conditions is not really very precise. To make it precise one
must imagine some experiment performed having a bearing on the
question and inquire what will be the result of the experiment. Only
questions about the results of experiments have a real significance
and it is only such questions that theoretical physics has to consider.

In our present example the obvious experiment is to use an incident
beam consisting of only a single photon and to observe what appears
on the back side of the crystal. According to quantum mechanics
the result of this experiment will be that sometimes one will find a
whole photon, of energy equal to the energy of the incident photon,
on the back side and other times one will find nothing. When one

3595.57 ) B



6 THE PRINCIPLE OF SUPERPOSITION §2

finds a whole photon, it will be polarized perpendicular to the optic
axis. One will never find only a part of a photon on the back side.
If one repeats the experiment a large number of times, one will find
the photon on the back side in a fraction sin®x of the total number
of times. Thus we may say that the photon has a probability sin®«x
of passing through the tourmaline and appearing on the back side
polarized perpendicular to the axis and a probability cos?x of being
absorbed. These values for the probabilities lead to the correct
classical results for an incident beam containing a large number of
photons.

In this way we preserve the individuality of the photon in all
cases. We are able to do this, however, only because we abandon the .
determinacy of the classical theory. The result of an experiment is
not determined, as it would be according to classical ideas, by the
conditions under the control of the experimenter. The most that can
be predicted is a set of possible results, with a probability of occur-
rence for each.

The foregoing discussion about the result of an experiment with a
single obliquely polarized photon incident on a crystal of tourmaline
answers all that can legitimately be asked about what happens to an
obliquely polarized photon when it reaches the tourmaline. Questions
about what decides whether the photon is to go through or not and
how it changes its direction of polarization when it does go through
cannot be investigated by experiment and should be regarded as
outside the domain of science. Nevertheless some further description
is necessary in order to correlate the results of this experiment with
the results of other experiments that might be performed with
photons and to fit them all into a general scheme. Such further
description should be regarded, not as an attempt to answer questions
outside the domain of science, but as an aid to the formulation of
rules for expressing concisely the results of large numbers of experi-
ments.

The further description provided by quantum mechanics runs as
follows. It issupposed that a photon polarized obliquely to the optic
axis may be regarded as being partly in the state of polarization
parallel to the axis and partly in the state of polarization perpen-
dicular to the axis. The state of oblique polarization may be con-
sidered as. the result of some kind of superposition process applied to
the two states of parallel and perpendicular polarization. This implies
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a certain special kind of relationship between the various states of
polarization, a relationship similar to that between polarized beams in
classical optics, but which is now to be applied, not to beams, but to
the states of polarization of one particular photon. This relationship
allows any state of polarization to be resolved into, or expressed as a
superposition of, any two mutually perpendicular states of polari-
zation.

When we make the photon meet a tourmaline crystal, we are sub-
jecting it to an observation. We are observing whether it is polarized
parallel or perpendicular to the optic axis. The effect of making this
observation is to force the photon entirely into the state of parallel
or entirely into the state of perpendicular polarization. It has to
make a sudden jump from being partly in each of these two states to
being entirely in one or other of them. Which of the two states it will
jump into cannot be predicted, but is governed only by probability
laws. If it jumps into the parallel state it gets absorbed and if it
jumps into the perpendicular state it passes through the crystal and
appears on the other side preserving this state of polarization.

3. Interference of photons

In this section we shall deal with another example of superposition.
We shall again take photons, but shall be concerned with their posi-
tion in space and their momentum instead of their polarization. If
we are given a beam of roughly monochromatic light, then we know
something about the location and momentum of the associated
photons. We know that each of them is located somewhere in the
region of space through which the beam is passing and has a momen-
tum in the direction of the beam of magnitude given in terms of the
frequency of the beam by Einstein’s photo-electric law—momentum
equals frequency multiplied by a universal constant. When we have
such information about the location and momentum of a photon we
shall say that it is in a definite franslational state.

We shall discuss the description which quantum mechanics pro-
vides of the interference of photons. Let us take a definite experi-
ment demonstrating interference. Suppose we have a beam of light
which is passed through some kind of interferometer, so that it gets
split up into two components and the two components are subse-
quently made to interfere. We may, as in the preceding section, take
an incident beam consisting of only a single photon and inquire what
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will happen to it as it goes through the apparatus. This will present
to us the difficulty of the conflict hetween the wave and corpuscular
theories of light in an acute form.

Corresponding to the description that we had in the case of the
polarization, we must now describe the photon as going partly into
each of the two components into which the incident beam is split.
The photon is then, as we may say, in a translational state given by the
superposition of the two translational states associated with the two
components. We are thus led to a generalization of the term ‘trans-
lational state’ applied to a photon. For a photon to be in a definite
translational state it need not be associated with one single beam of
light, but may be associated with two or more beams of light which
are the components into which one original beam has been split.{ In
the accurate mathematical theory each translational state is associated
with one of the wave functions of ordinary wave optics, which wave
function may describe either a single beam or two or more beams
into which one original beam has been split. Translational states are
thus superposable in a similar way to wave functions.

Let us consider now what happens when we determine the energy
in one of the components. The result of such a determination must
be either the whole photon or nothing at all. Thus the photon must
change suddenly from being partly in one beam and partly in the
other to being entirely in one of the beams. This sudden change is
due to the disturbance in the translational state of the photon which
the observation necessarily makes. It is impossible to predict in which
of the two beams the photon will be found. Only the probability of
either result can be calculated from the previous distribution of the
photon over the two beams.

One could carry out the energy measurement without destroying the
component beam by, for example, reflecting the beam from a movable
mirror and observing the recoil. Our description of the photon allows
us to infer that, after such an energy measurement, it would not be
possible to bring about any interference effects hetween the two com-
_ponents. So long as the photon is partly in one beam and partly in
the other, interference can occur when the two beams are superposed,
but this possibility disappears when the photon is forced entirely into

+ The circumstance that the superposition idea requires us to generalize our
original meaning of translational states, but that no corresponding generalization was
needed for the states of polarization of the preceding section, is an accidental one
with no underlying theoretical significance.
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one of the beams by an observation. The other beam then no longer
enters into the description of the photon, so that it counts as being
entirely in the one beam in the ordinary way for any experiment that
may subsequently be performed on it.

On these lines quantum mechanics is able to effect a reconciliation
of the wave and corpuscular properties of light. The essential point
is the association of each of the translational states of a photon with
one of the wave functions of ordinary wave optics. The nature of this
association cannot be pictured on a basis of classical mechanics, but
is something entirely new. It would be quite wrong to picture the
photon and its associated wave as interacting in the way in which
particles and waves can interact in classical mechanics. The associa-
tion can be interpreted only statistically, the wave function giving
us information about the probability of our finding the photon in any
particular place when we make an observation of where it is.

Some time before the discovery of quantum mechanics people
realized that the connexion between light waves and photons must
be of a statistical character. What they did not clearly realize, how-
ever, was that the wave function gives information about the proba-
bility of one photon being in a particular place and not the probable
number of photons in that place. The importance of the distinction
can be made clear in the following way. Suppose we have a beam
of light consisting of a large number of photons split up into two com-
ponents of equal intensity. On the assumption that the intensity of
a beam is connected with the probable number of photons in it, we
should have half the total number of photons going into each com-
ponent. Ifthe two components are now made to interfere, we should
require a photon in one component to be able to interfere with one in
the other. Sometimes these two photons would have to annihilate one
another and other times they would have to produce four photons.
This would contradict the conservation of energy. The new theory,
which connects the wave function with probabilities for one photon,
gets over the difficulty by making each photon go partly into each of
the two components. Each photon then interferes only with itself.
Interference between two different photons never occurs.

The association of particles with waves discussed above is not
restricted to the case of light, but is, according to modern theory,
of universal applicability. All kinds of particles are associated with
waves in this way and conversely all wave motion is associated with
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particles. Thus all particles can be made to exhibit interference
effects and all wave motion has its energy in the form of quanta. The
reason why these general phenomena are not more obvious is on
account of a law of proportionality between the mass or energy of the
particles and the frequency of the waves, the coefficient being such
that for waves of familiar frequencies the associated quanta are
extremely small, while for particles even as light as electrons the
associated wave frequency is so high that it is not easy to demonstrate
interference.

4. Superposition and indeterminacy

The reader may possibly feel dissatisfied with the attempt in the
two preceding sections to fit in the existence of photons with the
classical theory of light. He may argue that a very strange idea has
been introduced—the possibility of a photon being partly in each of
two states of polarization, or partly in each of two separate beams—
but even with the help of this strange idea no satisfying picture of
the fundamental single-photon processes has been given. He may say
further that this strange idea did not provide any information about
experimental results for the experiments discussed, beyond what
could have been obtained from an elementary consideration of
photons being guided in some vague way by waves. What, then, is
the use of the strange idea?

In answer to the first criticism it may be remarked that the main
object of physical science is not the provision of pictures, but is the
formulation of laws governing phenomena and the application of
these laws to the discovery of new phenomena. If a picture exists,
so much the better; but whether a picture exists or not is a matter
of only secondary importance. In the case of atomic phenomena
no picture can be expected to exist in the usual sense of the word
‘picture’, by which is meant a model functioning essentially on
classical lines. One may, however, extend the meaning of the word
‘picture’ to include any way of looking at the fundamental laws which
makes their self-consistency obvious. With this extension, one may
gradually acquire a picture of atomic phenomena by becoming
familiar with the laws of the quantum theory.

With regard to the second criticism, it may be remarked that for
many simple experiments with light, an elementary theory of waves
and photons connected in a vague statistical way would be adequate
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to account for the results. In the case of such experiments quantum
mechanics has no further information to give. In the great majority
of experiments, however, the conditions are too complex for an
elementary theory of this kind to be applicable and some more
elaborate scheme, such as is provided by quantum mechanics, is then
needed. The method of description that quantum mechanics gives
in the more complex cases is applicable also to the simple cases and
although it is then not really hecessary for accounting for the experi-
mental results, its study in these simple cases is perhaps a suitable
introduction to its study in the general case.

There remains an overall criticism that one may make to the whole
scheme, namely, that in departing from the determinacy of the
classical theory a great complication is introduced into the descrip-
tion of Nature, which is a highly undesirable feature. This complica-
tion is undeniable, but it is offset by a great simplification, provided
by the general principle of superposition of states, which we shall now
go on to consider. But first it is necessary to make precise the impor-
tant concept of a ‘state’ of a general atomic system.

Let us take any atomic system, composed of particles or bodies
with specified properties (mass, moment of inertia, etc.) interacting
according to specified laws of force. There will be various possible
motions of the particles or bodies consistent with the laws of force.
Each such motion is called a state of the system. According to
classical ideas one could specify a state by giving numerical values
to all the coordinates and velocities of the various component parts
of the system at some instant of time, the whole motion being then
completely determined. Now the argument of pp. 3 and 4 shows that
we cannot observe a small system with that amount of detail which
classical theory supposes. The limitation in the power of observation
puts a limitation on the number of data that can be assigned to a
state. Thus a state of an atomic system must be specified by fewer
or more indefinite data than a complete set of numerical values
for all the coordinates and velocities at some instant of time. In the
case when the system is just a single photon, a state would be com-
pletely specified by a given translational state in the sense of § 3
together with a given state of polarization in the sense of § 2.

A state of a system may be defined as an undisturbed motion that
is restricted by as many conditions or data as are theoretically
possible without mutual interference or contradiction. In practice
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the conditions could be imposed by a suitable preparation of the
system, consisting perhaps in passing it through various kinds of
sorting apparatus, such as slits and polarimeters, the system being
left undisturbed after the preparation. The word ‘state’ may be
used to mean either the state at one particular time (after the
preparation), or the state throughout the whole of time after the
preparation. - To distinguish these two meanings, the latter will be
called a ‘state of motion’ when there is liable to be ambiguity.

The general principle of superposition of quantum mechanics
applies to the states, with either of the above meanings, of any one
dynamical system. It requires us to assume that between these
states there exist peculiar relationships such that whenever the
system is definitely in one state we can consider it as being partly
in each of two or more other states. The original state must be
regarded as the result of a kind of superposition of the two or more
new states, in a way that cannot be conceived on classical ideas. Any
state may be considered as the result of a superposition of two or
more other states, and indeed in an infinite number of ways. Con-
versely any two or more states may be superposed to give a new
state. The procedure of expressing a state as the result of super-
position of a number of other states is a mathematical procedure
that is always permissible, independent of any reference to physical
conditions, like the procedure of resolving a wave into Fourier com-
ponents. Whether it is useful in any particular case, though, depends
on the special physical conditions of the problem under consideration.

In the two preceding sections examples were given of the super-
position principle applied to a system consisting of a single photon.
§ 2 dealt with states differing only with regard to the polarization and
§ 3 with states differing only with regard to the motion of the photon
as a whole. . )

The nature of the relationships which the superposition principle
requires to exist between the states of any system is of a kind that
cannot be explained in terms of familiar physical concepts. One
cannot in the classical sense picture a system being partly in each of
two states and see the equivalence of this to the system being com-
pletely in some other state. There is an entirely new idea involved,
to which one must get accustomed and in terms of which one must
proceed to build up an exact mathematical theory, without having
any detailed classical picture. :



§4 SUPERPOSITION AND INDETERMINACY 13

When a state is formed by the superposition of two other states,
it will have properties that are in some vague way intermediate
between those of the two original states and that approach more or
less closely to those of either of them according to the greater or less
‘weight’ attached to this state in the superposition process. The new
state is completely defined by the two original states when their
relative weights in the superposition process are known, together
with a certain phase difference, the exact meaning of weights and
phases being provided in the general case by the mathematical theory.
In the case of the polarization of a photon their meaning is that pro-
vided by classical optics, so that, for example, when two perpendicu-
larly plane polarized states are superposed with equal weights, the
new state may be circularly polarized in either direction, or linearly
polarized at an angle 1w, or else elliptically polarized, according to
the phase difference.

The non-classical nature of the superposition process is brought
out clearly if we consider the superposition of two states, 4 and B,
such that there exists an observation which, when made on the
system in state A4, is certain to lead to one particular result, @ say, and
when made on the system in state B is certain to lead to some different
result, b say. What will be the result of the observation when made
on the system in the superposed state? The answer is that the result
will be sometimes @ and sometimes b, according to a probability law
depending on the relative weights of A and B in the superposition
process. It will never be different from both a and b. The inter-
mediate character of the state formed by superposition thus expresses
ttself through the probability of a particular result for an observation
being intermediate between the corresponding probabilities for the original
states,f mot through the result itself being intermediate between the
corresponding results for the original states.

In this way we see that such a drastic departure from ordinary
ideas as the assumption of superposition relationships between the
states is possible only on account of the recognition of the importance
of the disturbance accompanying an observation and of the conse-
quent indeterminaey in the result of the observation. When an
observation is made on any atomic system that is in a given state,

+ The probability of a particular result for the state formed by superposition is not
always intermediate between those for the original states in the general case when
those for the original states are not zero or unity, so there are restrictions on the
‘intermediateness’ of a state formed by superposition.
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in general the result will not be determinate, i.e., if the experiment
is repeated several times under identical conditions several different
results may be obtained. It is a law of nature, though, that if the
experiment is repeated a large number of times, each particular result
will be obtained in a definite fraction of the total number of times, so
that there is a definite probability of its being obtained. This proba-
bility is what the theory sets out to calculate. ‘Only in special cases
when the probability for some result is unity is the result of the
experiment determinate.

The assumption of superposition relationships between the states
leads to a mathematical theory in which the equations that define
a state are linear in the unknowns. In consequence of this, people
have tried to establish analogies with systems in classical mechanics,
such as vibrating strings or membranes, which are governed by linear
equations and for which, therefore, a superposition principle holds.
Such analogies have led to the name “Wave Mechanics’ being some-
times given to quantum mechanics. It is important to remember,
however, that the superposition that occurs tn quantum mechanics s
of an essentially different nature from any occurring in the classical
theory, as is shown by the fact that the quantum superposition prin-
ciple demands indeterminacy in the results of observations in order
to be capable of a sensible physical interpretation. The analogies are
thus liable to be misleading.

5. Mathematical formulation of the principle

A profound change has taken place during the present century in
the opinions physicists have held on the mathematical foundations
of their subject. Previously they supposed that the principles of
Newtonian mechanics would provide the basis for the description
of the whole of physical phenomena and that all the theoretical
physicist had to do was suitably to develop and apply these prin-
ciples. With the recognition that there is no logical reason why
Newtonian and other classical principles should be valid outside the
domains in which they have been experimentally verified has come
the realization that departures from these principles are indeed
necessary. Such departures find their expression through the intro-
duction of new mathematical formalisms, new schemes of axioms
and rules of manipulation, into the methods of theoretical physics.

Quantum mechanics provides a good examyle of the new ideas. It
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requires the states of a dynamical system and the dynamical variables
to be interconnected in quite strange ways that are unintelligible
from the classical standpoint. The states and dynamical variables
have to be represented by mathematical quantities of different
natures from those ordinarily used in physics. The new scheme

becomes a precise physical theory when all the axioms and rules of
manipulation governing the mathematical quantities are specified
and when in addition certain laws are laid down connecting physical
facts with the mathematical formalism, so that from any given
physical conditions equations between the mathematical quantities
may be inferred and vice versa. In an application of the theory one
would be given certain physical information, which one would pro-
ceed to express by equations between the mathematical quantities.
One would then deduce new equations with the help of the axioms
and rules of manipulation and would conclude by interpreting these
new equations as physical conditions. The justification for the whole
scheme depends, apart from internal consistency, on the agreement
of the final results with experiment.

We shall begin to set up the scheme by dealing with the mathe-
matical relations between the states of a dynamical system at one
instant of time, which relations will come from the mathematical
formulation of the principle of superposition. The superposition pro-
cess is a kind of additive process and implies that states can in some
way be added to give new states. The states must therefore be con-
nected with mathematical quantities of a kind which can be added
together to give other quantities of the same kind. The most obvious
of such quantities are vectors. Ordinary vectors, existing in a space
of a finite number of dimensions, are not sufficiently general for
most of the dynamical systems in quantum mechanics. We have to
make a generalization to vectors in a space of an infinite number of
dimensions, and the mathematical treatment becomes complicated
by questions of convergence. For the present, however, we shall deal
merely with some general properties of the vectors, properties which
can be deduced on the basis of a simple scheme of axioms, and
questions of convergence and related topics will not be gone into
until the need arises. - ‘

It is desirable to have a special name for describing the vectors
which are connected with the states of a system in quantum mecha-
nics, whether they are in a space of a finite or an infinite number of
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dimensions. We shall call them ket vectors, or simply kets, and denote
a general one of them by a special symbol |>. If we want to specify
a particular one of them by a label, 4 say, we insert it in the middle,
thus |4). The suitability of this notation will become clear as the
scheme is developed.

Ket vectors may be multiplied by complex numbers and may be
added together to give other ket vectors, e.g. from two ket vectors
|4> and |B) we can form

¢y |4+, |BY = |R), (1)

say, where ¢, and c, are any two complex numbers. We may also
perform more general linear processes with them, such as adding an
infinite sequence of them, and if we have a ket vector |z}, depending
on and labelled by a parameter  which can take on all values in a
certain range, we may integrate it with respect to z, to get another

ket vector
[lyde=1@> -

say. A ket vector which is expressible linearly in terms of certain
others is said to be dependent on them. A set of ket vectors are called
independent if no one of them is expressible linearly in terms of the
others. ‘

We now assume that each state of a dynamical system at a particular
time corresponds to a ket vector, the correspondence being such that if a
state results from the superposition of certain other states, its correspond-
ing ket vector is expressible linearly in terms of the corresponding ket
vectors of the other states, and conversely. Thus the state R results from
a superposition of the states 4 and B when the corresponding ket
vectors are connected by (1).

The above assumption leads to certain properties of the super-
position process, properties which are in fact necessary for the word
‘superposition’ to be appropriate. When two or more states are
superposed, the order in which they occur in the superposition
process is unimportant, so the superposition process is symmetrical
between the states that are superposed. Again, we see from equation
(1) that (excluding the case when the coefficient ¢; or ¢, is zero) if
the state R can be formed by superposition of the states 4 and B,
then the state 4 can be formed by superposition of B and R, and B
can be formed by superposition of 4 and R. The superposition
relationship is symmetrical between all three states 4, B, and R.
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A state which results from the superposition of certain other
states will be said to be dependent on those states. More generally,
a state will be said to be dependent on any set of states, finite or
infinite in number, if its corresponding ket vector is dependent on
the corresponding ket vectors of the set of states. A set of states
will be called independent if no one of them is dependent on the
others.

To proceed with the mathematical formulation of the superposition
principle we must introduce a further assumption, namely the assump-
tion that by superposing a state with itself we cannot form any new
state, but only the original state over again. If the original state
corresponds to the ket vector |4}, when it is superposed with itself
the resulting state will correspond to

o1 [A>+cy |4 = (c;+¢,) 4D,

where ¢, and ¢, are numbers. Now we may have ¢;+c, = 0, in which
case the result of the superposition process would be nothing at all,
the two components having cancelled each other by an interference
effect. Our new assumption requires that, apart from this special
case, the resulting state must be the same as the original one, so that
(¢;+¢5)|4> must correspond to the same state that |4) does. Now
¢,+¢, is an arbitrary complex number and hence we can conclude
that if the ket vector corresponding to a state is multiplied by any
complex number, not zero, the resulting ket vector will correspond to the
same state. Thus a state is specified by the direction of a ket vector
and any length one may assign to the ket vector is irrelevant. All
the states of the dynamical system are in one-one correspondence
with all the possible directions for a ket vector, no distinction being
made between the directions of the ket vectors |4) and —|4).

The assumption just made shows up very clearly the fundamental
difference between the superposition of the quantum theory and any
kind of classical superposition. In the case of a classical system for
which a superposition principle holds, for instance a vibrating mem-
brane, when one superposes a state with itself the result is a different
state, with a different magnitude of the oscillations. There is no
physical characteristic of a quantum state corresponding to the
magnitude of the classical oscillations, as distinct from their quality,
described by the ratios of the amplitudes at different points of
the membrane. Again, while there exists a classical state with zero
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amplitude of oscillation everywhere, namely the state of rest, there
does not exist any corresponding state for a quantum system, the
zero ket vector corresponding to no state at all.

Given two states corresponding to the ket vectors |4) and |B),
the general state formed by superposing them corresponds to a ket
vector |R) which is determined by two complex numbers, namely
the coefficients ¢, and c, of equation (1). If these two coefficients are
multiplied by the same factor (itself a complex number), the ket
vector |R) will get multiplied by this factor and the corresponding
state will be unaltered. Thus only the ratio of the two coefficients
is effective in determining the state R. Hence this state is deter-
mined by one complex number, or by two real parameters. Thus
from two given states, a twofold infinity of states may be obtained
by superposition.

This result is confirmed by the examples discussed in §§ 2 and 3.
In the example of § 2 there are just two independent states of polari-
zation for a photon, which may be taken to be the states of plane
polarization parallel and perpendicular to some fixed direction, and
from the superposition of these two a twofold infinity of states of
polarization can be obtained, namely all the states of elliptic polari-
zation, the general one of which requires two parameters to describe
it. Again, in the example of § 3, from the superposition of two given
translational staves for a photon a twofold infinity of translational
states may be obtained, the general one of which is described by two
parameters, which may be taken to be the ratio of the amplivudes
of the two wave functions that are added together and their phase
relationship. This confirmation shows the need for allowing complex
coefficients in equation (1). If these coefficients were restricted to be
real, then, since only their ratio is of importance for determining the
direction of the resultant ket vector |R) when |4)> and |B) are
given, there would be only a simple infinity of states obtainable from
the superposition.

6. Bra and ket vectors

Whenever we have a set of vectors in any mathematical theory,
we can always set up a second set of vectors, which mathematicians
call the dual vectors. The procedure will be described for the case
when the original vectors are our ket vectors.

Suppose we have a number ¢ which is a function of a ket vector
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|4, i.e. to each ket vector |4) there corresponds one number ¢,
and suppose further that the function is a linear one, which means
that the number corresponding to [4A>+4|4’) is the sum of the
numbers corresponding to [4) and to |4’), and the number corre-
sponding to ¢[4) is ¢ times the number corresponding to |4, ¢
being any numerical factor. Then the number ¢ corresponding to
any [4) may be looked upon as the scalar product of that |4) with
some new vector, there being one of these new vectors for each linear
function of the ket vectors |4). The justification for this way of
looking at ¢ is that, as will be seen later (see equations (5) and (6)),
the new vectors may be added together and may be multiplied by
numbers to give other vectors of the same kind. The new vectors
are, of course, defined only to the extent that their scalar products
with the original ket vectors are given numbers, but this is suffi-
cient for one to be able to build up a mathematical theory about
them.

We shall call the new vectors bra vectors, or simply bras, and denote
a general one of them by the symbol (|, the mirror image of the
symbol for a ket vector. If we want to specify a particular one of
them by a label, B say, we write it in the middle, thus (B [. The
scalar product of a bra vector (B| and a ket vector |4> will be
written (B|4), i.e. as a juxtaposition of the symbols for the bra
and ket vectors, that for the bra vector being on the left, and the
two vertical lines being contracted to one for brevity.

One may look upon the symbols ¢ and > as a distinctive kind of
brackets. A scalar product (B|A4) now appears as a complete bracket
expression and a bra vector (B| or a ket vector [4) as an incomplete
bracket expression. We have the rules that any complete bracket
expression denotes a number and any incomplete bracket expression
denotes a vector, of the bra or ket kind according to whether it contains
the first or second part of the brackets.

The condition that the scalar product of (B| and |4) is a linear
function of [4) may be expressed symbolically by

(BI{|4)>+4")} = <B|A>+<B|4A", (2)
(Bl{c|d)>} = o< B|4), (3)

¢ being any number.
A bra vector is considered to be completely defined when its scalar
product with every ket vector is given, so that if a bra vector has its
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scalar product with every ket vector vanishing, the bra vector itself
must be considered as vanishing. In symbols, if

(P|4> =0, all |4), ()
then (P|=0. }

The sum of two bra vectors {B| and { B’| is defined by the condition
that its scalar product with any ket vector |4) is the sum of the
scalar products of (B| and (B’| with |4),

4 {(BI+<B/[}|4) = (B|A)+<{B'|4), ()
and the product of a bra vector {B| and a number ¢ is defined by the

condition that its scalar product with any ket vector |4) is ¢ times
. the scalar product of (B| with |4},

{c(B[}4)> = <B|4). (6)

Equations (2) and (5) show that products of bra and ket vectors
satisfy the distributive axiom of multiplication, and equations (3)
and (6) show that multiplication by numerical factors satisfies the
usual algebraic axioms.

The bra vectors, as they have been here introduced, are quite a
different kind of vector from the kets, and so far there is no connexion
between them except for the existence of a scalar product of a bra
and a ket. We now make the assumption that there is a one-one
correspondence between the bras and the kets, such that the bra corre-
sponding to |AY-|A"> is the sum of the bras corresponding to |4 and
to |A">, and the bra corresponding to c|A) is ¢ times the bra corre-
sponding to |AY, ¢ being the conjugate complex number to c. We shall
use the same label to specify a ket and the corresponding bra. Thus
the bra corresponding to |4) will be written (4].

The relationship between a ket vector and the corresponding bra
makes it reasonable to call one of them the conjugate imaginary of
the other. Our bra and ket vectors are complex quantities, since they
can be multiplied by complex numbers and are then of the same
nature as before, but they are complex quantities of a special kind
which cannot be split up into real and pure imaginary parts. The
usual method of getting the real part of a complex quantity, by
taking half the sum of the quantity itself and its conjugate, cannot
be applied since a bra and a ket vector are of different natures and
cannot be added together. To call attention to this distinction, we
shall use the words ‘conjugate complex’ to refer to numbers and
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other complex quantities which can be split up into real and pure
imaginary parts, and the words ‘conjugate imaginary’ for bra and
ket vectors, which cannot. With the former kind of quantity, we
shall use the notation of putting a bar over one of them to get the
conjugate complex one.

On account of the one-one correspondence between bra vectors and
ket vectors, any state of our dynamical system at a particular time may
be specified by the direction of a bra vector just as well as by the direction
of a ket vector. In fact the whole theory will be symmetrical in its
essentials between bras and kets.

Given any two ket vectors |4) and |B), we can construct from
them a number (B|4) by taking the scalar product of the first with
the conjugate imaginary of the second. This number deperds linearly

on |4) and antilinearly on |B), the antilinear dependence meaning
that the number formed from |B)-+|B’) is the sum of the numbers
formed from |B) and from |B’), and the number formed from ¢|B)
is ¢ times the number formed from |B). There is a second way in
which we can construct a number which depends linearly on [4) and
antilinearly on |B), namely by forming the scalar product of |B)
with the conjugate imaginary of [4) and taking the conjugate com-
plex of this scalar product. We assume that these two numbers are

always equal, i.e. (B|A) = <—AI§>_ (7)-

Putting |BY = |4) here, we find that the number (A[4) must be
real. We make the further assumption

<4145 >0, (8)
except when [4) = 0.

In ordinary space, from any two vectors one can construct a
number—their scalar product—which is a real number and is sym-
metrical between them. In the space of bra vectors or the space of
ket vectors, from any two vectors one can again construct a number
—the scalar product of one with the conjugate imaginary "of the
other—but this number is complex and goes over into the conjugate
complex number when the two vectors are interchanged. There is
thus a kind of perperidicularity in these spaces, which is a generaliza-
tion of the perpendicularity in ordinary space. We shall call a bra
and a ket vector orthogonal if their scalar product is zero, and two
bras or two kets will be called orthogonal if the scalar product of one
with the conjugate imaginary of the other is zero. Further we shall

3595.57 o
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say that two states of our dynamical system are orthogonal if the
vectors corresponding to these states are orthogonal.

The length of a bra vector (4| or of the conjugate imaginary ket
vector |4) is defined as the square root of the positive number
(A|A)>. When we are given a state and wish to set up a bra or ket
vector to correspond to it, only the direction of the vector is given
and the vector itself is undetermined to the extent of an arbitrary
numerical factor. It is often convenient to choose this numerical
factor so that the vector is of length unity. This procedure is called
normalization and the vector so chosen is said to be normalized. The
vector is not completely determined even then, since one can still
multiply it by any number of modulus unity, i.e. any number e
where y is real, without changing its length. We shall call such a
number a phase factor.

The foregoing assumptions give the complete scheme of relations
between the states of a dynamical system at a particular time. The
relations appear in mathematical form, but they imply physical
conditions, which will lead to results expressible in terms of observa-
tions when the theory is developed further. For instance, if two states
are orthogonal, it means at present simply a certain equation in our
formalism, but this equation implies a definite physical relationship
between the states, which further developments of the theory will
enable us to interpret in terms of observational results (see the
bottom of p. 35).



II
DYNAMICAL VARIABLES AND OBSERVABLES

7. Linear operators

Ix the preceding section we considered a number which is a linear
function of a ket vector, and this led to the concept of a bra vector.
We shall now consider a ket vector which is a linear function of a
ket vector, and this will lead to the concept of a linear operator.

Suppose we have a ket |F) which is a function of a ket |4), i.e.
to each ket |A) there corresponds one ket |F), and suppose further
that the function is a linear one, which means that the |F) corre-
sponding to |A>+4|4’) is the sum of the |F)’s corresponding to |4)
and to |4"), and the |F) corresponding to ¢|4) is ¢ times the |F)
corresponding to |4), ¢ being any numerical factor. Under these
conditions, we may look upon the passage from |4} to |F) as the
application of a linear operator to |A). Introducing the symbol «
for the linear operator, we may write

|F) = afd),
in which the result of « operating on |4) is written like a product
of « with |[A>. We make the rule that in such products the ket vector
must always be put on the right of the linear operator. The above
conditions of linearity may now be expressed by the equations
of|4)+]4D} = ald) |47, } 1)
ofcld )} = cald).

A linear operator is considered to be completely defined when the
result of its application to every ket vector is given. Thus a linear
operator is to be considered zero if the result of its application to every
ket vanishes, and two linear operators are to be considered equal if
they produce the same result when applied to every ket.

Linear operators can he added together, the sum of two linear
operators being defined to be that linear operator which, operating
on any ket, produces the sum of what the two linear operators
separately would produce. Thus «+-8 is defined by

{at-B14> = ald>+Bl4) (2)
for any |4>. Equation (2) and the first of equations (1) show that
products of linear operators with ket vectors satisfy the distributive
axiom of multiplication.



24 DYNAMICAL VARIABLES AND OBSERVABLES §7

Linear- operators can also be multiplied together, the product of
two linear operators being defined as that linear operator, the appli-
cation of which to any ket produces the same result as the application
of the two linear operators successively.. Thus the product of is
defined as the linear operator which, operating on any ket |4,
changes it into that ket which one would get by operating first on
|4> with B, and then on the result of the first operation with «. In

symbols {oaB} 4> = ofB|4D}.

This definition appears as the associative axiom of multiplication for
the triple product of «, B, and |4, and allows us to write this triple
product as of|4) without brackets. However, this triple produect is
in general not the same as what we should get if we operated on |4)
first with « and then with B, i.e. in general of|4) differs from S|4,
so that in general o must differ from Bx. The commutative axiom of
multiplication does not hold for linear operators. It may happen as a
special case that two linear operators ¢ and 7 are such that ¢ and
né are equal. In this case we say that ¢ commutes with 7, or that ¢
and n commute. ‘

By repeated applications of the above processes of adding and
multiplying linear operators, one can form sums and products of
more than two of them, and one can proceed to build up an algebra
with them. In this algebra the commutative axiom of multiplication
does not hold, and also the product of two linear operators may
vanish without either factor vanishing. But all the other axioms of
ordinary algebra, including the associative and distributive axioms
of multiplication, are valid, as may easily be verified.

If we take a number k& and multiply it into ket vectors, it appears
as a linear operator operating on ket vectors, the conditions (1) being
fulfilled with % substituted for «. A number is thus a special case of
a linear operator. It has the property that it commutes with all linear
operators and this property distinguishes it from a general linear
operator.

So far we have considered linear operators operating only on ket
vectors. We can give a meaning to their operating also on bra vectors,
in the following way. Take the scalar product of any bra (B| with
the ket «|4). This scalar product is a number which depends
linearly on |4) and therefore, from the definition of bras, it may be
considered as the scalar product of |4) with some bra. The bra thus
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defined depends linearly on { B|, so we may look upon it as the result of
some linear operator applied to {(B|. This linear operator is uniquely
determined by the original linear operator « and may reasonably be
called the same linear operator operating on a bra. In this way our
linear operators are made capable of operating on bra vectors.

A suitable notation to use for the resulting bra when « operates on
the bra (B]| is {B]«, as in this notation the equation which defines
(Bl (BI}l4> = (Biala)) ®
for any |A), which simply expresses the associative axiom of multi-
plication for the triple product of (B|, «, and [4). We therefore
make the general rule that in a product of a bra and a linear operator,
the bra must always be put on the left. We can now write the triple
product of {(B|, «, and |4) simply as {B|a|4) without brackets. It
may easily be verified that the distributive axiom of multiplication
holds for products of bras and linear operators just as well as for
products of linear operators and kets. .

There is one further kind of product which has a meaning in our
scheme, namely the product of a ket vector and a bra vector with
the ket on the left, such as |A>{B]|. To examine this product, let us
multiply it into an arbitrary ket |P), putting the ket on the right,

“and assume the associative axiom of multiplication. The product is
then |4>{B| P}, which is another ket, namely |4) multiplied by the
number {B|P), and this ket depends linearly on the ket |P)>. Thus
|A>{B| appears as a linear operator that can operate on kets. It
can also operate on bras, its product with a bra (@] on the left being
{Q|A>{B|, which is the number <(Q|A> times the bra (B|. The
product |[AY{B] is to be sharply distinguished from the product
{B|A4) of the same factors in the reverse order, the latter product
being, of course, a number.

We now have a complete algebraic scheme involving three kinds
of quantities, bra vectors, ket vectors, and linear operators. They can
be multiplied together in the various ways discussed above, and the
associative and distributive axioms of multiplication always hold,
but the commutative axiom of multiplication does not hold. In this
general scheme we still have the rules of notation of the preceding
section, that any complete bracket expression, containing ¢ on the
left and ) on the right, denotes a number, while any incomplete
bracket expression, containing only < or », denotes a vector.
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With regard to the physical significance of the scheme, we have
already assumed that the bra vectors and ket vectors, or rather the
directions of these vectors, correspond to the states of a dynamical
system at a particular time. We now make the further assumption
that the linear operators correspond to the dynamical variables at that
time. By dynamical variables are meant quantities such as the
coordinates and the components of velocity, momentum and angular
momentum of particles, and functions of these quantities—in fact
the variables in terms of which classical mechanics is built up. The
new assumption requires that these quantities shall occur also in
quantum mechanics, but with the striking difference that they are
now subject to an algebra in which the commutative axiom of multiplica-
tton does not hold.

This different algebra for the dynamical variables is one of the
most important ways in which quantum mechanics differs from
classical mechanics. We shall see later on that, in spite of this funda-
mental difference, the dynamical variables of quantum mechanics
still have many properties in common with their classical counter-
parts and it will be possible to build up a theory of them closely
analogous to the classical theory and forming a beautiful generaliza-
tion of it.

It is convenient to use the same letter to denote a dynamical
variable and the corresponding linear operator. In fact, we may con-
sider a dynamical variable and the corresponding linear operator to
be both the same thing, without getting into confusion.

8. Conjugate relations

Our linear operators are complex quantities, since one can multiply
them by complex numbers and get other quantities of the same nature.
Hence they must correspond in general to complex dynamical vari-
ables, i.e. to complex functions of the coordinates, velocities, etc. We
need some further development of the theory to see what kind of
linear operator corresponds to a real dynamical variable.

Consider the ket which is the conjugate imaginary of (P|x. This
ket depends antilinearly on (P| and thus depends linearly on |P).
It may therefore be considered as the result of some linear operator
operating on |P). This linear operator is called the adjoint of « and
we shall denote it by &. With this notation, the conjugate imaginary
of (Plais a|P). -
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In formula (7) of Chapter I put (P|« for (4| and its conjugate
imaginary &|P) for |4). The result is

(Bla|P) = {Pla|B). (4)

This is a general formula holding for any ket vectors |B), |P) and

any linear operator «, and it expresses one of the most frequently

used properties of the adjoint.
Putting & for « in (4), we get

(Bla|P) = (P|a|B) = {Bl|«|P),

by using (4) again with |P) and |B) interchanged. This holds for
any ket |P), so we can infer from (4) of Chapter I,

(Bla = {Bla,
and since this holds for any bra vector (B|, we can infer

X = a.

Thus the adjoint of the adjoint of a linear operator is the original linear
operator. This property of the adjoint makes it like the conjugate
complex of a number, and it is easily verified that in the special case
when the linear operator is a number, the adjoint linear operator is
the conjugate complex number. Thus it is reasonable to assume that
the adjoint of a linear operator corresponds to the conjugate complex of
a dynamical variable. With this physical significance for the adjoint
of a linear operator, we may call the adjoint alternatively the con-
jugate complex linear operator, which conforms with our notation a.

A linear operator may equal its adjoint, and is then called self-
adjoint. It corresponds to a real dynamical variable, so it may be
called alternatively a real linear operator. Any linear operator may
be split up into a real part and a pure imaginary part. For this
reason the words ‘conjugate complex’ are applicable to linear
operators and not the words ‘conjugate imaginary’.

The conjugate complex of the sum of two linear operators is
obviously the sum of their conjugate complexes. To get the conjugate
complex of the product of two linear operators « and B, we apply
formula (7) of Chapter I with

(4| = (Pla, (B| =<QIB,
so that 14> = &Py,  |B>=BI@)>.
The result is

(QIBa| Py = (Plaf|@> = <Q[B|P>
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from (4). Since this holds for any |P) and <@|, we can infer that
Pa=af. (5)

Thus the conjugate complex of the product of two linear operators equals
the product of the conjugate complexes of the factors in the reverse order.
As simple examples of this result, it should be noted that, if ¢ and
7 are real, in general &7 is not real. This is an important difference
from classical mechanics. However, £y 7€ is real, and so is i(én—né).
Only when ¢ and »n commute is {7 itself also real. Further, if ¢ is real,
then so is £% and, more generally, £ with n any positive integer.

We may get the conjugate complex of the product of three linear
operators by successive applications of the rule (5) for the conjugate
complex of the product of two of them. We have

ofy = «fy) = Bya = 78B4, (6)
so the conjugate complex of the product of three linear operators
equals the produet of the conjugate complexes of the factors in the
reverse order. The rule may easily be extended to the product of any
number of linear operators.

In the preceding section we saw that the product |4){B] is a linear
operator. We may get its conjugate complex by referring directly to
the definition of the adjoint. Multiplying |A><{B| into a general bra
(P| we get (P|AX{B]|, whose conjugate imaginary ket is

(P|4>|B) = {A|P)|B) = |B){A4|P).
Hence [AXB| = |BYA]. (7)

We now have several rules concerning conjugate complexes and
conjugate imaginaries of products, namely equation (7) of Chapter I,
equations (4), (5), (6), (7) of this chapter, and the rule that the
conjugate imaginary of (P|xis &|P). These rules can all be summed
up in a single comprehensive rule, the conjugate complex or conjugate
tmaginary of any product of bra vectors, ket vectors, and linear operators
s obtained by taking the conjugate complex or conjugate imaginary of
each factor and reversing the order of all the factors. The rule is easily
verified to hold quite generally, also for the cases not explicitly given
above.

TEEOREM. If ¢ is a real linear operator and
£ Py =0 (8)
for a particular ket |P), m being a positive integer, then
Py = 0.



§8 CONJUGATE RELATIONS 29

To prove the theorem, take first the case when m = 2. Equation
(8) then gives (P|¢2|P> = 0,

showing that the ket £| P) multiplied by the conjugate imaginary bra

(P|¢is zero. From the assumption (8) of Chapter I with £|P) for |4),

we see that £| P) must be zero. Thus the theorem is proved form = 2.
Now take m > 2 and put

§n2| Py = Q).
Equation (8) now gives £21@> = 0.
Applying the theorem for m = 2, we get
£1Q> =0
or Em-1|Py = 0. (9)
By repeating the process by which equation (9) is obtained from
(8), we obtain successively

En?|Py =0, &3Py =0, .. £P)=0 §¢P)=0,

and so the theorem is proved generally.

9. Eigenvalues and eigenvectors
We must make a further development of the theory of linear
operators, consisting in studying the equation
al Py = a| P, (10)
where « is a linear operator and a is a number. This equation usually
presents itself in the form that « is a known linear operator and the
number ¢ and the ket |P) are unknowns, which we have to try to
choose s0 as to satisfy (10), ignoring the trivial solution |P) = 0.
Equation (10) means that the linear operator « applied to the ket
|P)> just multiplies this ket by a numerical factor without changing
its direction, or else multiplies it by the factor zero, so that it ceases
to have a direction. This same « applied to other kets will, of course,
in general change both their lengths and their directions. It should
be noticed that only the direction of | P) is of importance in equation
(10). If one multiplies |P) by any number not zero, it will not affect
the question of whether (10) is satisfied or not.
Together with equation (10), we should consider also the conjugate
imaginary form of equation
(Qlee = <@, . (11)

where b is a number. Here the unknowns are the number b and the
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non-zero bra (@|. Equations (10) and (11) are of such fundamental
importance in the theory that it is desirable to have some special
words to describe the relationships between the quantities involved.
If (10) is satisfied, we shall call a an eigenvaluet of the linear operator
o, or of the corresponding dynamical variable, and we shall call | P>
an eitgenket of the linear operator or dynamical variable. Further, we
shall say that the eigenket | P) belongs to the eigenvalue a. Similarly,
if (11) is satisfied, we shall call b an eigenvalue of « and <(@| an
eigenbra belonging to this eigenvalue. The words eigenvalue, eigen-
ket, eigenbra have a meaning, of course, only with reference to a linear
operator or dynamical variable.

Using this terminology, we can assert that, if an eigenket of « is
multiplied by any number not zero, the resulting ket is also an
eigenket and belongs to the same eigenvalue as the original one.
It is possible to have two or more independent eigenkets of a linear
operator belonging to the same eigenvalue of that linear operator,
e.g. equation (10) may have several solutions, |P1), |P2), | P3),... say,
all holding for the same value of a, with the various eigenkets |P1),
| P2, | P3),... independent. In this case it is evident that any linear
combination of the eigenkets is another eigenket belonging to the
same eigenvalue of the linear operator, e.g.

¢y |P1>+cy | P2)4cg | P3>+...

is another solution of (10), where ¢,, ¢,, ¢5,... are any numbers.

In the special case when the linear operator « of equations (10) and
(11) is a number, k say, it is obvious that any ket |P) and bra <@Q|
will satisfy these equations provided a and b equal k. Thus a number
considered as a linear operator has just one eigenvalue, and any ket
is an eigenket and any bra is an eigenbra, belonging to this eigenvalue.

The theory of eigenvalues and eigenvectors of a linear operator «
which is not real is not of much use for quantum mechanics. We
shall therefore confine ourselves to real linear operators for the further
development of the theory. Putting for « the real linear operator £,
we have instead of equations (10) and (11)

£|P) = a|P, (12)
(QIE = Q. (13)

1t The word ‘proper’ is sometimes used instead of ‘eigen’, but thisis not satisfactory
as the words ‘proper’ and ‘improper’ are often used with other meanings. For example,
in §§ 15 and 46 the words ‘improper function’ and ‘proper-energy’ are used.
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" Three important results can now be readily deduced.
(i) The eigenvalues are all real numbers. To prove that a satisfying
(12) is real, we multiply (12) by the bra (P| on the left, obtaining

(PI§|P) = alP|P).

Now from equation (4) with (B| replaced by (P| and « replaced by
the real linear operator ¢, we see that the number (P|£|P) must be
real, and from (8) of § 6, (P|P) must be real and not zero. Hence a
is real. Similarly, by multiplying (13) by |@) on the right, we can
prove that b is real.

Suppose we have a solution of (12) and we form the conjugate
imaginary equation, which will read '

(P|§ = alP|

in view of the reality of £ and a. This conjugate imaginary equation
now provides a solution of (13), with (@| = (P| and b = a. Thus
we can infer

(ii) The eigenvalues associated with eigenkets are the same as the
etgenvalues associated with eigenbras.

(iii) T'he conjugate imaginary of any eigenket is an eigenbra belonging
to the same eigenvalue, and conversely. This last result makes it reason-
able to call the state corresponding to any eigenket or to the conjugate
imaginary eigenbra an eigenstate of the real dynamical variable ¢.

Eigenvalues and eigenvectors of various real dynamical variables
are used very extensively in quantum mechanics, so it is desirable
to have some systematic notation for labelling them. The following
is suitable for most purposes. If ¢ is a real dynamical variable, we"
call its eigenvalues &, ¢, &, etc. Thus we have a letter by itself
denoting a real dynamical variable or a real linear operator, and the
same letter with primes or an index attached denoting a number,
namely an eigenvalue of what the letter by itself denotes. An eigen-
vector may now be labelled by the eigenvalue to which it belongs.
Thus |¢’) denotes an eigenket belonging to the eigenvalue ¢’ of the
dynamical variable £. If in a piece of work we deal with more than
one eigenket belonging to the same eigenvalue of a dynamical variable,
we may distinguish them one from another by means of a further
label, or possibly of more than one further labels. Thus, if we are
dealing with two eigenkets belonging to the same eigenvalue of ¢’,
we may call them |§'1) and |£2).
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the algebraic expression y,(£). Since the ¢’s are all different, x,(c,)
cannot vanish. Consider now the expression

%8 (21)
— Xx+(C:)

If ¢, is substituted for ¢ here, every term in the sum vanishes except
the one for which » = s, since x,(£) contains (§—c,) as a factor when
r s s, and the term for which r = s is unity, so the whole expression
vanishes. Thus the expression (21) vanishes when ¢ is put equal to
any of the n numbers ¢y, Cy,...,C,. Since, however, the expression
is only of degree n—1 in &, it must vanish identically. If we now
apply the linear operator (21) to an arbitrary ket |P) and equate
the result to zero, we get

L
|P) = Z e O (22)

Each term in the sum on the right here is, according to (19), an
eigenket of ¢, if it does not vanish. Equation (22) thus expresses the
arbitrary ket |P) as a sum of eigenkets of £, and thus (8) is proved.

As a simple example we may consider a real linear operator ¢ that
satisfies the equation o — 1. (23)

Then ¢ has the two eigenvalues 1 and —1. Any ket |P) can be
expressed as P> = 3(140)|P>+3(1—0) | P.
It is easily verified that the two terms on the right here are eigenkets

of o, belonging to the eigenvalues 1 and —1 respectively, when they
do not vanish.

10. Observables

We have made a number of assumptions about the way in which
states and dynamical variables are to be represented mathematically
in the theory. These assumptions are not, by themselves, laws of
nature, but become laws of nature when we make some further
assumptions that provide a physical interpretation of the theory.
Such further assumptions must take the form of establishing con-
nexions between the results of observations, on one hand, and the
equations of the mathematical formalism on the other.

When we make an observation we measure some dynamical variable.
Tt is obvious physically that the result of such a measurement must
always be a real number, so we should expect that any dynamical
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variable that we can measure must be a real dynamical variable.
One might think one could measure a complex dynamical variable
by measuring separately its real and pure imaginary parts. But this
would involve two measurements or two observations, which would
be all right in classical mechanics, but would not do in quantum
mechanics, where two observations in general interfere with one
another—it is not in general permissible to consider that two observa-
tions can be made exactly simultaneously, and if they are made in
quick succession the first will usually disturb the state of the system
and introduce an indeterminacy that will affect the second. We
therefore have to restrict the dynamical variables that we can
measure to be real, the condition for this in quantum mechanics
being as given in § 8. Not every real dynamical variable can be
measured, however. A further restriction is needed, as we shall see
later.

We now make some assumptions for the physical interpretation of
the theory. If the dynamical system is in an eigenstate of a real
dynamical variable &, belonging to the eigenvalue &', then a measurement
of & will certainly give as result the number £'. Conversely, if the system
18 tn a state such that a measurement of a real dynamical variable £ 1s
certain to give one particular result (instead of giving one or other of
several possible results according to a probability law, as is in general
the case), then the state is an eigenstate of £ and the result of the measure-
ment 1s the eigenvalue of & to which this eigenstate belongs. These
assumptions are reasonable on account of the eigenvalues of real
linear operators being always real numbers. :

Some of the immediate consequences of the assumptions will be
noted. If we have two or more eigenstates of a real dynamical
variable ¢ belonging to the same eigenvalue ¢', then any state
formed by superposition of them will also be an eigenstate of &
belonging to the eigenvalue ¢’. We can infer that if we have two or
more states for which a measurement of ¢ is certain to give the result
&', then for any state formed by superposition of them a measurement
of ¢ will still be certain to give the result ¢’. This gives us some insight
into the physical significance of superposition of states. Again, two
eigenstates of ¢ belonging to different eigenvalues are orthogonal.
We can infer that two states for which a measurement of ¢ is certain
to give two different results are orthogonal. This gives us some
insight into the physical significance of orthogonal states.
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When we measure a real dynamical variable £, the disturbance
involved in the act of measurement causes a jump in the state of the
dynamical system. From physical continuity, if we make a second
measurement of the same dynamical variable ¢ immediately after
the first, the result of the second measurement must be the same as
that of the first. Thus after the first measurement has been made,
there is no indeterminacy in the result of the second. Hence, after
the first measurement has been made, the system is in an eigenstate
of the dyntamical variable £, the eigenvalue it belongs to being equal
to the result of the first measurement. This conclusion must still hold
if the second measurement is not actually made. In this way we see
that a measurement always causes the system to jump into an eigen-
state of the dynamical variable that is being measured, the eigenvalue
this eigenstate belongs to being equal to the result of the measure-
ment.

We can infer that, with the dynamical system in any state, any
result of a measurement of a real dynamical variable is one of its eigen-
values. Conversely, every eigenvalue is a possible result of a measure-
ment of the dynamical variable for some state of the system, since it is
certainly the result if the state is an eigenstate belonging to this
eigenvalue. This gives us the physical significance of eigenvalues.
The set of eigenvalues of a real dynamical variable are just the
possible results of measurements of that dynamical variable and the
calculation of eigenvalues is for this reason an important problem.

Another assumption we make connected with the physical inter-
pretation of the theory is that, if a certain real dynamical variable
¢ is measured with the system in a particular state, the states into which
the system may jump on account of the measurement are such that the
original state is dependent on them. Now these states into which
the system may jump are all eigenstates of ¢, and hence the original
state is dependent on eigenstates of ¢. But the original state may be
any state, so we can conclude that any state is dependent on eigen-
states of £. If we define a complete set of states to be a set such that
any state is dependent on them, then our conclusion can be formu-
lated—the eigenstates of ¢ form a complete set.

Not every real dynamical variable has sufficient eigenstates to form
a complete set. Those whose eigenstates do not form complete sets
are not quantities that can be measured. We obtain in this way a
further condition that a dynamical variable has to satisfy in order
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that it shall be susceptible to measurement, in addition to the con-
dition that it shall be real. We call a real dynamical variable whose
eigenstates form a complete set an observable. Thus any quantity
that can be measured is an observable.

The question now presents itself—Can every observable be
measured ? The answer theoretically is yes. In practice it may he
very awkward, or perhaps even beyond the ingenuity of the experi-
menter, to devise an apparatus which could measure some particular
observable, but the theory always allows one to imagine that the
measurement can be made.

Let us examine mathematically the condition for a real dynamical
variable ¢ to be an observable. Its eigenvalues may consist of a
(finite or infinite) discrete set of numbers, or alternatively, they
may consist of all numbers in a certain range, such as all numbers
lying between a and b. In the former case, the condition that
any state is dependent on eigenstates of ¢ is that any ket can
be expressed as a sum of eigenkets of £. In the latter case the
condition needs modification, since one may have an integral instead
of a sum, i.e. a ket |P) may be expressible as an integral of eigen-

ets of & 1Py = [ 16> ag, | 29

|€'> being an eigenket of ¢ belonging to the eigenvalue ¢’ and the
range of integration being the range of eigenvalues, as such a ket is
dependent on eigenkets of £. Not every ket dependent on eigenkets
of ¢ can be expressed in the form of the right-hand side of (24), since
one of the eigenkets itself cannot, and more generally any sum of
eigenkets cannot. The condition for the eigenstates of ¢ to form a
complete set must thus be formulated, that any ket |P) can be
expressed as an integral plus a sum of eigenkets of ¢, i.e.

P> = [ g0 d'+ 3 |, (26)

where the |£'c), |£7d) are all eigenkets of £, the labels ¢ and d being
inserted to distinguish them when the eigenvalues £’ and ¢" are equal,
and where the integral is taken over the whole range of eigenvalues
and the sum is taken over any selection of them. If this condition
is satisfied in the case when the eigenvalues of ¢ consist of a range
of numbers, then £ is an observable.

There is a more general case that sometimes occurs, namely the

eigenvalues of £ may consist of a range of numbers together with a
36956.67 D
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discrete set of numbers lying outside the range. In this case the
condition that ¢ shall be an observable is still that any ket shall be
expressible in the form of the right-hand side of (25), but the sum
over 7 is now a sum over the discrete set of eigenvalues as well as a
selection of those in the range.

It is often very difficult to decide mathematically whether a par-
ticular real dynamical variable satisfies the condition for being an
observable or not, because the whole problem of finding eigenvalues
and eigenvectors is in general very difficult. However, we may have
good reason on experimental grounds for believing that the dynamical
variable can be measured and then we may reasonably assume that it
isan observable even though the mathematical proofis missing. This is
a thing we shall frequently do during the course of development of the
theory, e.g. we shall assume the energy of any dynamical system to be
always an observable, even though it is beyond the power of present-
day mathematical analysis to prove it so except in simple cases.

In the special case when the real dynamical variable is a number,
every state is an eigenstate and the dynamical variable is obviously
an observable. Any measurement of it always gives the same result,
so it is just a physical constant, like the charge on an electron.
A physical constant in quantum mechanics may thus be looked upon
either as an observable with a single eigenvalue or as a mere number
appearing in the equations, the two points of view being equivalent.

If the real dynamical variable satisfies an algebraic equation, then
the result (B) of the preceding section shows that the dynamical
variable is an observable. Such an observable has a finite number
of eigenvalues. Conversely, any observable with a finite number of
eigenvalues satisfies an algebraic equation, since if the obsérvable ¢
has as its eigenvalues £, £”,..., £&*, then

(—E€)(E—¢€)..(6—EMIPy =0
holds for |P) any eigenket of ¢, and thus it holds for any |P) what-

ever, because any ket can be expressed as a sum of eigenkets of ¢
on account of £ being an observable. Hence

E—=&)NE—E7)...6—Em = 0. (26)
As an example we may consider the linear operator |4>(A4 |, where

|4> is a normalized ket. This linear operator is real according to (7),
and its square is

{lAXCAN = |AXCA|4)CA| = |A)(4] (27)
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since (4|4> = 1. Thus its square equals itself and so it satisfies an
algebraic equation and is an observable. Its eigenvalues are 1 and 0,
with |4) as the eigenket belonging to the eigenvalue 1 and all kets
orthogonal to |[4) as eigenkets belonging to the eigenvalue 0. A
measurement, of the observable thus certainly gives the result 1 if
the dynamical system is in the state corresponding to |4) and the
result 0 if the system is in any orthogonal state, so the observable
may be described as the quantity which determines whether the
system is in the state [4) or not.

Before concluding this section we should examine the conditions
for an integral such as occurs in (24) to be significant. Suppose | X)
and | Y) are two kets which can be expressed as integrals of eigenkets
of the observable ¢, :

X = [lgmydg, 17> = [1¢7y g,

z and y being used as labels to distinguish the two integrands. Then
we have, taking the conjugate imaginary of the first equation and
multiplying by the second /

XYy = [[ &alery> deag. (28)
Consider now the single integral
[ <wigryy ag". (29)

From the orthogonality theorem, the integrand here must vanish
over the whole range of integration except the one point & = ¢'.
If the integrand is finite at this point, the integral (29) vanishes, and
if this holds for all £, we get from (28) that (X|Y) vanishes. Now
in general (X|Y) does not vanish, so in general ({'z|¢'y) must be
infinitely great in such a way as to make (29) non-vanishing and
finite. The form of infinity required for this will be discussed in § 15.

In our work up to the present it has been implied that our bra and
ket vectors are of finite length and their scalar products are finite.
We see now the need for relaxing this condition when we are dealing
with eigenvectors of an observable whose eigenvalues form a range.
If we did not relax it, the phenomenon of ranges of eigenvalues could
not occur and our theory would be too weak for most practical
problems.
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Taking | ¥ = |X) above, we get the result that in general (¢'z|£'z)
is infinitely great. We shall assume that if |¢'z) 5 0

[ €wlgzy ag” >0, (30)

as the axiom corresponding to (8) of § 6 for vectors of infinite
length.

~ The space of bra or ket vectors when the vectors are restricted to

be of finite length and to have finite scalar products is called by

mathematicians a Hilbert space. The bra and ket vectors that we

now use form a more general space than a Hilbert space.

We can now see that the expansion of a ket |P) in the form of the
right-hand side of (25) is unique, provided there are not two or more
terms in the sum referring to the same eigenvalue. To prove this
result, let us suppose that two different expansions of |P) are pos-
sible. Then by subtracting one from the other, we get an equation

of the form 0 — f 1Ea> d¢' + g |&DS, (31)

a and b being used as new labels for the eigenvectors, and the sum
over s including all terms left after the subtraction of one sum from
the other. If there is a term in the sum in (31) referring to an eigen-
value ¢ not in the range, we get, by multiplying (31) on the left by
(€| and using the orthogonality theorem,

0 = <&b|€D),
which contradicts (8) of § 6. Again, if the integrand in (31) does not
vanish for some eigenvalue £” not equal to any £ occurring in the
sum, we get, by multiplying (31) on the left by (£"a| and using the
orthogonality theorem,

0= [(Lalg'ayag,

which contradicts (30). Finally, if there is a term in the sum in (31)
referring to an eigenvalue £ in the range, we get, multiplying (31) on
the left by (£%],

¥

0 = [ <&blE'a) d’ +(E]Eb) (32)
and multiplying (31) on the left by (&a|
0= [ <Falg'ay d¢' +(&algh). (33)

Now the integral in (33) is finite, so (& |£h) is finite and (£b|fa) is
finite. The integral in (32) must then be zero, so (£b|£D) is zero and
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we again have a contradiction. Thus every term in (31) must vanish
and the expansion of a ket |P) in the form of the right-hand side of
(25) must be unique.

11. Functions of observables

Let ¢ be an observable. We can multiply it by any real number %
and get another observable k¢. In order that our theory may be
self-consistent it is necessary that, when the system is in a state such
that a measurement of the observable ¢ certainly gives the result ¢/,
a measurement of the observable k¢ shall certainly give the result &&’.
It is easily verified that this condition is fulfilled. The ket correspond-
ing to a state for which a measurement of ¢ certainly gives the result
¢’ is an eigenket of £, |£) say, satisfying

€165 = £'1€.

REIED = k'€,

showing that |¢") is an eigenket of k¢ belonging to the eigenvalue k',
and thus that a measurement of k¢ will certainly give the result k&'

More generally, we may take any real function of £, f('f) say, and
consider it as a new observable which is automatically measured
whenever ¢ is measured, since an experimental determination of the
value of ¢ also provides the value of f(£). We need not restrict f(£) to
be real, and then its real and pure imaginary parts are two observables
which are automatically measured when ¢ is measured. For the theory
to be consistent it is necessary that, when the system is in a state
such that a measurement of ¢ certainly gives the result ¢, a measure-
ment of the real and pure imaginary parts of f(£) shall certainly give
for results the real and pure imaginary parts of f(¢). In the case when
f(€) is expressible as a power series

f(€) = cote 4¢3 4c3 8+,

the ¢’s being numbers, this condition can again be verified by elemen-
tary algebra. In the case of more general functions f it may not be
possible to verify the condition. The condition may then be used to
define f(¢), which we have not yet defined mathematically. In this
way we can get a more general definition of a function of an observ-
able than is provided by power series.

We define f(£) in general to be that linear operator which satisfies

F@IE> = f€)1E (34)

This equation leads to
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for every eigenket |£') of £, f(¢') being a number for each eigenvalue ¢'.
Tt is easily seen that this definition is self-consistent when applied to
eigenkets |¢’) that are not independent. If we have an eigenket |'4)
dependent on other eigenkets of £, these other eigenkets must all
belong to the same eigenvalue £’, otherwise we should have an equa-
tion of the type (31), which we have seen is impossible. On multiplying
the equation which expresses |£'4) linearly in terms of the other
eigenkets of ¢ by f(£) on the left, we merely multiply each term in it
by the number f(¢'), so we obviously get a consistent equation.
Further, equation (34) is sufficient to define the linear operator f(£)
completely, since to get the result of f(¢) multiplied into an arbitrary
ket |P), we have only to expand |P) in the form of the right-hand
side of (25) and take

1P = ff(f’)lf’@ ¢’ + ;f(é’)l&’d% (35)

The conjugate complex f(£) of f(¢) is defined by the conjugate
imaginary equation to (34), namely
€O = FEKE
holding for any eigenbra <(¢'|, f(¢) being the conjugate complex
function to f(¢'). Let us replace £ here by £” and multiply the

equation on the right by the arbitrary ket |P). Then we get, using
the expansion (25) for | P,

EfEIPy = FE")E" |1 P>
= [Jencg e ag + STENeed>

= ff(f”)(f”l&’@ dg' +f(E")<E" €D (36)

with the help of the orthogonality theorem, (£”|¢"d> being under-
stood to be zero if £” is not one of the eigenvalues to which the terms
in the sum in (25) refer. Again, putting the conjugate complex
function f(£’) for f(¢') in (35) and multiplying on the left by (£&”|,
we get

)Py = ff(f')<<f”l§’c> ¢’ +f(E")E" €.

The right-hand side here equals that of (36), since the integrands
vanish for & £ £”, and hence

EIfE)Py = &) P>.
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This holds for <¢”| any eigenbra and |P) any ket, so
- fO =F®. (37)

Thus the conjugate complex of the linear operator f(£) is the conjugate
complex function f of .

It follows as a corollary that if f(¢') is a real function of &', f(£) is
a real linear operator. f(£) is then also an observable, since its
eigenstates form a complete set, every eigenstate of ¢ being also an
eigenstate of f(£).

With the above definition we are able to give a meaning to any
Sfunction f of an observable, provided only that the domain of existence
of the function of a real variable f(x) includes all the ergenvalues of the
observable. If the domain of existence contains other points besides
these eigenvalues, then the values of f(x) for these other points will
not affect the function of the observable. The function need not be
analytic or continuous. The eigenvalues of a function f of an observ-
able are just the function f of the eigenvalues of the observable.

It is important to observe that the possibility of defining a function
f of an observable requires the existence of a unique number f(z) for
each value of « which is an eigenvalue of the observable. Thus the
function f(x) must be single-valued. This may be illustrated by con-
sidering the question: When we have an observable f(4) which is a
real function of the observable A4, is the observable 4 a function of
the observable f(4)? The answer to thisis yes, if different eigenvalues
A’ of A always lead to different values of f(4’). If, however, there
exist two different eigenvalues of 4, 4’ and 4" say, such that
f(A") = f(A"), then, corresponding to the eigenvalue f(4’) of the
observable f(4), there will not be a unique eigenvalue of the observ-
able 4 and the latter will not be a function of the observable f(4).

It may easily be verified mathematically, from the definition, that
the sum or product of two functions of an observable is a function
of that observable and that a function of a function of an observable
is a function of that observable. Also it is easily seen that the whole
theory of functions of an observable is symmetrical between bras and
kets and that we could equally well work from the equation -

) = FEKE (38)
instead of from (34).

We shall conclude this section with a discussion of two examples

which are of great practical importance, namely the reciprocal and
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the square root. The reciprocal of an observable exists if the observ-
able does not have the eigenvalue zero. If the observable « does not
have the eigenvalue zero, the reciprocal observable, which we call a=*
or 1/a, will satisfy

a oy = o' oD, ‘ (39)
where |o') is an eigenket of « belonging to the eigenvalue ’. Hence
ac o) = aa’ o) = |o).

Since this holds for any eigenket |a’>, we must have
aal = 1. (40)
Similarly, ol = 1. (41)

Either of these equations is sufficient to determine o~ completely,
provided « does not have the eigenvalue zero. To prove this in the
case of (40), let z be any linear operator satisfying the equation

ar =1

and multiply both sides on the left by the ! defined by (39). The

result is 1 1
T = o

and hence from (41) x = oL
Equations (40) and (41) can be used to define the reciprocal, when
it exists, of a general linear operator «, which need not even be real.

" One of these equations by itself is then not necessarily sufficient. If
any two linear operators « and B have reciprocals, their product of

has the reciprocal («B)t = B-la-, (42)
obtained by taking the reciprocal of each factor and reversing their
order. We verify (42) by noting that its right-hand sidé gives unity

when multiplied by «f, either on the right or on the left. This reci-
procal law for products can be immediately extended to more than

two factors, i.e., (By.r) ™t = oy-1B-TaL,
The square root of an observable « always exists, and is real if «
has no negative eigenvalues. We write it Vo or o?. It satisfies
Voo’ = Fa' |, (43)
la"> being an eigenket of « belonging to the eigenvalue o’. Hence
Nova]a'y = Vo'Va'|o'y = o'|a’) = ala’d,
and since this holds for any eigenket |«’> we must have

NoVow = a. (44)
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On account of the ambiguity of sign in (43) there will be several
square roots. To fix one of them we must specify a particular sign
in (43) for each eigenvalue. This sign may vary irregularly from one
eigenvalue to the next and equation (43) will always define a linear
operator o satisfying (44) and forming a square-root function of «.
If there is an eigenvalue of « with two or more independent eigenkets
belonging to it, then we must, according to our definition of a func-
tion, have the same sign in (43) for each of these eigenkets. If we
took different signs, however, equation (44) would still hold, and hence
equation (44) by itself is not sufficient to define v, except in the
special case when there is only one independent eigenket of « belong-
ing to any eigenvalue. _

The number of different square roots of an observable is 27, where
7 is the total number of eigenvalues not zero. In practice the square-
root function is used only for observables without negative eigen-
values and the particular square root that is useful is the one for
which the positive sign is always taken in (43). This one will be called
the positive square root.

12. The general physical interpretation

The assumptions that we made at the beginning of § 10 to get a
physical interpretation of the mathematical theory are of a rather
special kind, since they can be used only in connexion with eigen-
states. We need some more general assumption which will enable us
to extract physical information from the mathematics even when we
are not dealing with eigenstates.

In classical mechanics an observable always, as we say, ‘has a
value’ for any particular state of the system. What is there in quan-
tum mechanics corresponding to this? If we take any observable ¢
and any two states x and y, corresponding to the vectors <z| and |y},
then we can form the number <{z|¢|y). This number is not very
closely analogous to the value which an observable can ‘have’ in the
classical theory, for three reasons, namely, (i) it refers to two states
of the system, while the classical value always refers to one, (ii) it is
in general not a real number, and (iii) it is not uniquely determined
by the observable and the states, since the vectors <z| and |y contain
arbitrary numerical factors. Even if we impose on (x| and |y) the
condition that they shall be normalized, there will still be an undeter-
mined factor of modulus unity in <z|é|y). These three reasons cease
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to apply, however, if we take the two states to be identical and |y)
to be the conjugate imaginary vector to (z|. The number that we
then get, namely (x|é|z), is necessarily real, and also it is uniquely
determined when (x| is normalized, since if we multiply (x| by the
numerical factor e¥, ¢ being some real number, we must multiply
[#> by e~ and (z|£|z) will be unaltered.

One might thus be inclined to make the tentative assumption that
the observable ¢ ‘has the value’ (z|£|x) for the state z, in a sense
analogous to the classical sense. This would not be satisfactory,
though, for the following reason. Let us take a second observable 7,
which would have by the above assumption the value (z|y|z) for
this same state. We should then expect, from classical analogy, that
for this state the sum of the two observables would have a value
equal to the sum of the values of the two observables separately and
the product of the two observables would have a value equal to the
product of the values of the two observables separately. Actually, the
tentative assumption would give for the sum of the two observables
the value (z|{+4n|x), which is, in fact, equal to the sum of {z|¢|x)>
and {z|n|z), but for the product it would give the value {x|éxn|x)
or {x|né|x), neither of which is connected in any simple way with
(z|élxy and (z|n|z). '

However, since things go wrong only with the product and not with
the sum, it would be reasonable to call {(z|f|x) the average value of
the observable ¢ for the state x. This is because the average of the
sum of two quantities must equal the sum of their averages, but the
average of their product need not equal the product of their averages.
We therefore make the general assumption that if the measurement
of the observable & for the system in the state corresponding to |z is
made a large number of times, the average of all the results obtained will
be (x|é|x), provided |x) is normalized. If |x) is not normalized, as is
necessarily the case if the state z is an eigenstate of some observable
belonging to an eigenvalue in a range, the assumption becomes that
the average result of a measurement of ¢ is proportional to {x|¢|z).
This general assumption provides a basis for a general physical inter-
pretation of the theory.

The expression that an observable ‘has a particular value’ for a
particular state is permissible in quantum mechanics in the special
case when a measurement of the observable is certain to lead to the
particular value, so that the state is an eigenstate of the observable.
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It may easily be verified from the algebra that, with this restricted
meaning for an observable ‘having a value’, if two observables have
values for a particular state, then for this state the sum of the two
observables (if this sum is an observable}) has a value equal to the
sum of the values of the two observables separately and the product
of the two observables (if this product is an observablel) has a value
equal to the product of the values of the two observables separately.

In the general case we cannot speak of an observable having a value
for a particular state, but we can speak of its having an average value
for the state. We can go further and speak of the probability of its
having any specified value for the state, meaning the probability of
this specified value being obtained when one makes a measurement of
the observable. This probability can be obtained from the general
assumption in the following way.

Let the observable be ¢ and let the state correspond to the normal-
ized ket |). Then the general assumption tells us, not only that the
average value of £ is (z|¢|x), but also that the average value of any
function of ¢, f(£) say, is {z|f(¢)|x). Take f(£) to be that function of ¢
which is equal to unity when ¢ = a, a being some real number, and
zero otherwise. This function of ¢ has a meaning according to our
general theory of functions of an observable, and it may be denoted
by 8¢, in conformity with the general notation of the symbol & with
two suffixes given on p. 62 (equation (17)). The average value of
this function of ¢ is just the probability, P, say, of £ having the value

a. Thus P, = (olSeala. (45)

If a is not an eigenvalue of ¢, 8, multiplied into any eigenket of ¢ is
zero, and hence 3z, = 0 and F, = 0. This agrees with a conclusion
of § 10, that any result of a measurement of an observable must be
one of its eigenvalues. .
If the possible results of a measurement of ¢ form a range of num-
bers, the probability of ¢ having exactly a particular value will be
zero in most physical problems. The quantity of physical importance
is then the probability of £ having a value within a small range, say
from a to a-+da. This probability, which we may call P(a) da, is
+ This is not obviously so, since the sum may not have sufficient eigenstates to

form a complete set, in which case the sum, considered as a single quantity, would

not be measurable.
1 Here the reality condition may fail, as well as the condition for the eigenstates

to form a complete set.
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equal to the average value of that function of ¢ which is equal to
unity for ¢ lying within the range a to a-+da and zero otherwise.
This function of ¢ has a meaning according to our general theory of
functions of an observable. Denoting it by x(£), we have

Pla) da = <z|x(£)lx). (46)
If the range @ to a+da does not include any eigenvalues of £, we
have as above x(¢) = 0 and P(a) = 0. If |z) is not normalized, the
right-hand sides of (45) and (46) will still be proportional to the
probability of ¢ having the value a and lying within the range a to
a-+da respectively.

The assumption of § 10, that a measurement of £ is certain to give
the result ¢ if the system is in an eigenstate of ¢ belonging to the
eigenvalue ¢, is consistent with the general assumption for physical
interpretation and can in fact be deduced from it. Working from the
general assumption we see that, if [£') is an eigenket of ¢ belonging
to the eigenvalue ¢, then, in the case of discrete eigenvalues of ¢,

8¢, 1> =0 unless a=¢,
and in the case of a range of eigenvalues of ¢
x(€)|€'> = 0 unless the range a to a+da includes ¢'.
In either case, for the state corresponding to |£"), the probability of
¢ having any value other than ¢’ is zero.

An eigenstate of ¢ belonging to an eigenvalue £’ lying in a range
is a state which cannot strictly be realized in practice, since it would
need an infinite amount of precision to get £ to equal exactly £'.
The most that could be attained in practice would be to get £ to lie
within a narrow range about the value £. The system would then
be in a state approximating to an eigenstate of £. Thus an eigenstate
belonging to an eigenvalue in a range is a mathematical idealization
of what can be attained in practice. All the same such eigenstates
play a very useful role in the theory and one could not very well do
without them. Science contains many examples of theoretical con-
cepts which are limits of things met with in practice and are useful
for the precise formulation of laws of nature, although they are not
realizable experimentally, and this is just one more of them. It may
be that the infinite length of the ket vectors corresponding to these
eigenstates is connected with their unrealizability, and that all realiz-
able states correspond to ket vectors that can be normalized and that
form a Hilbert space.
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13. Commutability and compatibility

A state may be simultaneously an eigenstate of two observables.
If the state corresponds to the ket vector |4) and the observables are
¢ and 7, we should then have the equations

€14y = ¢4,
7|4y = 7'|4),

where £ and 5" are eigenvalues of ¢ and 7 respectively. We can now
deduce
Enld) = &n'|dd = &''|4) = &'9|d) = 7§'|4)> = 7¢l4),

or (En—nd)ld)> = o,
This suggests that the chances for the existence of a simultaneous
eigenstate are most favourable if én—né = 0 and the two observables
commute. If they do not commute a simultaneous eigenstate is not
impossible, but is rather exceptional. On the other hand, ¢f they do
commute there exist so many simultaneous eigenstates that they form a
complete set, as will now be proved.

Let £ and n be two commuting observables. Take an eigenket of -
1, |n’)> say, belonging to the eigenvalue %', and expand it in terms
of eigenkets of ¢ in the form of the right-hand side of (25), thus

> = [ En'ey dg' + 3 1e'd). (47)

The eigenkets of £ on the right-hand side here have %’ inserted in
them as an extra label, in order to remind us that they come from
the expansion of a special ket vector, namely |y"), and not a general
one as in equation (25). We can now show that each of these eigen-
kets of ¢ is also an eigenket of 7 belonging to the eigenvalue . We
have

0= (n=n)ln> = [ (1=m)€7'e> & + F (n—n)lgn'D. (48)
Now the ket (n—=')|éy'd) satisfies '
E—n)lEm'dd = (n—n")¢I&n'd> = (n—n")¢"|En'd>
= &n—n)lgm'd),
showing that it is an eigenket of ¢ belonging to the eigenvalue &,
and similarly the ket (n—n')|€'7'c) is an eigenket of ¢ belonging to

the eigenvalue &’. Equation (48) thus gives an integral plus a sum
of eigenkets of ¢ equal to zero, which, as we have seen with equation
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(31), is impossible unless the integrand and every term in the sum
vanishes. Hence
(n—n)n'c> =0,  (n—n)l¢'d) =0,

so that all the kets appearing on the right-hand side of (47) are
eigenkets of 7 as well as of {. Equation (47) now gives |o') expanded
in terms of simultaneous eigenkets of £ and ». Since any ket can be
expanded in terms of eigenkets |") of 7, it follows that any ket can
be expanded in terms of simultaneous eigenkets of ¢ and 7, and thus
the simultaneous eigenstates form a complete set.

The above simultaneous eigenkets of ¢ and %, |£'y'c) and |£7q'd),
are labelled by the eigenvalues £’ and 7', or £7 and 7', to which they
belong, together with the labels ¢ and d which may also be necessary.
The procedure of using eigenvalues as labels for simultaneous eigen-
vectors will be generally followed in the future, just as it has been
followed in the past for eigenvectors of single observables.

The converse to the above theorem says that, if £ and 7 are two
observables such that thetr simultaneous eigenstates form a complete set,
then & and m commute. To prove this, we note that, if |£'9) is a
simultaneous eigenket belonging to the eigenvalues ¢ and 7/,

En—néE' "> = 7' —n'E)E'> = 0. (49)
Since the simultaneous eigenstates form a complete set, an arbitrary
ket |P) can be expanded in terms of simultaneous eigenkets |{'7"),
for each of which (49) holds, and hence
(En—né)|P> =0
and so fn—né = 0.

The idea of simultaneous eigenstates may be extended to more
than two observables and the above theorem and its converse still
hold, i.e. if any set of observables commute, each with all the others,
their simultaneous eigenstates form a complete set, and conversely.
The same arguments used for the proof with two observables are
adequate for the general case; e.g., if we have three commuting
observables £, 7, {, we can expand any simultaneous eigenket of ¢
and 7 in terms of eigenkets of { and then show that each of these
eigenkets of { is also an eigenket of ¢ and of 4. Thus the simultaneous
eigenket of ¢ and 7 is expanded in terms of simultaneous eigenkets
of £, , and {, and since any ket can be expanded in terms of simul-
taneous eigenkets of ¢ and 7, it can also be expanded in terms of
simultaneous eigenkets of £, 7, and .
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The orthogonality theorem applied to simultaneous eigenkets tells
us that two simultaneous eigenvectors of a set of commuting observ-
ables are orthogonal if the sets of eigenvalues to which they belong
differ in any way.

Owing to the simultaneous eigenstates of two or more commuting
observables forming a complete set, we can set up a theory of func-
tions of two or more commuting observables on the same lines as the
theory of functions of a single observable given in § 11. If £, 7, {,...
are commuting observables, we define a general function f of them
to be that linear operator f(¢, 7, {,...) which satisfies

JEn LoD TD> = fE 7", )T, (50)
where |£'y'{’...) is any simultaneous eigenket of ¢, 7, ... belouging
to the eigenvalues ¢',%',{’,.... Here f is any function such that

fla,b,c,...) is defined for all values of a,b,¢,... which are eigenvalues
of £,71,(,... respectively. As with a function of a single observable
defined by (34), we can show that f(£,,{,...) is completely deter-
mined by (50), that

f(':‘t’ s C:) = f(f) B C:"');

corresponding to (37), and that if f(a,b,c,...) is a real function,
f(¢é,m,¢,...) is real and is an observable.

We can now proceed to generalize the results (45) and (46). Given
a set of commuting observables &, 7, {,..., we may form that function
of them which is equal to unity when §é = a, 7 = b, { = ¢,..., a,b,¢,...
being real numbers, and is equal to zero when any of these conditions
is not fulfilled. This function may be written 3;,3,, 8;6..'., and is in
fact just the product in any order of the factors 3;,, 8,4, 8f,... defined
as functions of single observables, as may be seen by substituting this
product for f(€,7,{,...) in the left-hand side of (50). The average
value of this function for any state is the probability, P, say, of
¢,7,{,... having the values a,b,c,... respectively for that state. Thus
if the state corresponds to the norma,hzed ket vector |x), we get from
our general assumption for physical interpretation

Pabc... = <xl8§a877b 8&:] > (51)
P, is zero unless each of the numbers a,b,¢,... is an eigenvalue of
the corresponding observable. If any of the numbers a,b,¢,... is an

eigenvalue in a range of eigenvalues of the corresponding observable,

P, will usually again be zero, but in this case we ought to replace
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the requirement that this observable shall have exactly one value by
the requirement that it shall have a value lying within a small range,
which involves replacing one of the § factors in (51) by a factor like
the x(£) of equation (46). On carrying out such a replacement for
each of the observables ¢, %, {,..., whose corresponding numerical
value a, b, c,... lies in a range of eigenvalues, we shall get a proba-
bility which does not in general vanish.

If certain observables commute, there exist states for which they all
have particular values, in the sense explained at the bottom of p. 46,
namely the simultaneous eigenstates. Thus one can give a meaning to
several commuting observables having values at the same time. Further, we
see from (51) that for any state one can give a meaning to the probability
of particular results being obtained for simultaneous measurements of
several commuting observables. This conclusion is an important new
development. In general one cannot make an observation on a
system in a definite state without disturbing that state and spoiling
it for the purposes of a second observation. One cannot then give
any meaning to the two observations being made simultaneously.
The above conclusion tells us, though, that in the special case when’
the two observables comimute, the observations are to be considered
as non-interfering or compatible, in such a way that one can give a
meaning to the two observations being made simultaneously and can
discuss the probability of any particular results being obtained. The
two observations may, in fact, be considered as a single observation
of a more complicated type, the result of which is expressible by two
numbers instead of a single number. From the point of view of generai
theory, any two or more commuting observables may be counted as a
single observable, the result of a measurement of which consists of two or
more numbers. The states for which this measurement is certain to
lead to one particular result are the simultaneous eigenstates.



II1
REPRESENTATIONS

14. Basic vectors

Ix the preceding chapters we set up an algebraic scheme involving
certain abstract quantities of three kinds, namely bra vectors, ket
vectors, and linear operators, and we expressed some of the funda-
mental laws of quantum mechanics in terms of them. It would be
possible to continue to develop the theory in terms of these abstract
quantities and to use them for applications to particular problems.
However, for some purposes it is more convenient to replace the
abstract quantities by sets of numbers with analogous mathematical
properties and to work in terms of these sets of numbers. The proce-
dure is similar to using coordinates in geometry, and has the advan-
tage of giving one greater mathematical power for the solving of
particular problems.

The way in which the abstract quantities are to be replaced by
numbers is not unique, there being many possible ways corresponding
to the many systems of coordinates one can have in geometry. Each
of these ways is called a representation and the set of numbers that
replace an abstract quantity is called the representative of that
abstract quantity in the representation. Thus the representative of
an abstract quantity corresponds to the coordinates of a geometrical
object. When one has a particular problem to work out in quantum
mechanics, one can minimize the labour by using a representation
in which the representatives of the more important abstract quanti-
ties occurring in that problem are as simple as possible.

To set up a representation in a general way, we take a complete
set of bra vectors, i.e. a set such that any bra can be expressed
linearly in terms of them (as a sum or an integral or possibly an
integral plus a sum). These bras we call the basic bras of the repre-
sentation. They are sufficient, as we shall see, to fix the representation
completely.

Take any ket |a) and form its scalar product with each of the basic
bras. The numbers so obtained constitute the representative of |a).
They are sufficient to determine the ket |a) completely, since if there
is a second ket, |@,> say, for which these numbers are the same, the

difference |a)— |a,> will have its scalar product with any basic bra
8595.57 B
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vanishing, and hence its scalar product with any bra whatever will
vanish and |a)— |a,) itself will vanish.

We may suppose the basic bras to be labelled by one or more
parameters, A, A,,..., A, each of which may take on certain numerical
values. The basic bras will then be written <A, A,...A, | and the repre-
sentative of |a) will be written (A1 Ag... A, la). This representative will
now consist of a set of numbers, one for each set. of values that
Ay Ag,e.o, A, may have in their respective domains. Such a set of
numbers just forms a function of the variables A, A,,...,A,. Thus the
representative of a ket may be looked upon either as a set of numbers
or as a function of the variables used to label the basic bras.

If the number of independent states of our dynamical system is
finite, equal to = say, it is sufficient to take n basic bras, which may
be labelled by a single parameter A taking on the values 1,2, 3,..., n.
The representative of any ket |a) now consists of the set of n numbers
lay, {2]|a), (3|a),..., {n|a), which are precisely the coordinates of
the vector |a) referred to a system of coordinates in the usual way.
The idea of the representative of a ket vector is just a generalization
of the idea of the coordinates of an ordinary vector and reduces to
the latter when the number of dimensions of the space of the ket
vectors is finite.

In a general representation there is no need for the basic bras to
be all independent. In most representations used in practice, how-
ever, they are all independent, and also satisfy the more stringent
condition that any two of them are orthogonal. The representation
is then called an orthogonal representation.

Take an orthogonal representation with basic bras <{A;As...A,],
labelled by parameters A, A,,..., A, whose domains are all real. Take
a ket |a) and form its representative (A;X,...A,la>. Now form the
numbers A;{A; A,...A,|a) and consider them as the representative of
a new ket |b). This is permissible since the numbers forming the
representative of a ket are independent, on account of the basic bras
being independent. The ket [b) is defined by the equation

Ay Ag A 0D = XA Ay, e
The ket |b) is evidently a linear function of the ket |a), so it may

be considered as the result of a linear operator applied to |¢). Calling
this linear operator L,, we have

16> = Ly |a)
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and hence Qg Ay | Ly lay = A Ap.l Ay, 0.
This equation holds for any ket |a), so we get
A Age Ay [ Ly = A QA A Ay | (1)

Equation (1) may be looked upon as the definition of the linear
operator L,. It shows that each basic bra is an eigenbra of L,, the
value of the parameter A, being the eigenvalue belonging to .
From the condition that the basic bras are orthogonal we can
deduce that L, is real and is an observable. Let Aj,A;,..., A, and
A, Agy..s Ay, be two sets of values for the parameters A, A,,...
We have, putting A”’s for the X’s in (1) and multiplying on the rlght
by |A]A5...A;>, the conjugate imaginary of the basic bra (A7 A;...A;],
A A | Dy A Ag e Ay = A1 Age A AL Ag- Al
Interchanging A”’s and A™’s,

A g A | Ly AT 25000 = AT Ao A AL A A
On account of the basic bras being orthogonal, the right-hand sides
here vanish unless A, = A, for all  from 1 to %, in which case the
right-hand sides are equal, and they are also real, A; being real. Thus,
whether the A"’s are equal to the A”’s or not,

N Xy Ly XX X0y = N N Ly R N
= QAN AL Ly A AG AL

from equation (4) of § 8. Since the (A A,...A;|’s form & complete set
of bras and the |A]A;...A;>’s form a complete set of kets, we can
infer that L, = L,. The further condition required for L, to be an
observable, namely that its eigenstates shall form a complete set, is
obviously satisfied since it has as elgenbras the basic bras, which
form a complete set.

We can similarly introduce linear operators Ly, L,,..., L, by multi-
plying <A, A,...A, |a) by the factors Ay, Ag,..., A, in turn and considering
the resulting sets of numbers as representatives of kets. Each of these
L’s can be shown in the same way to have the basic bras as eigenbras
and to be real and an observable. The basic bras are simultaneous
eigenbras of all the L’s. Since these simultaneous eigenbras form a
complete set, it follows from a theorem of § 13 that any two of the
L’s commute.

It will now be shown that, if £, &,,..., £, are any set of commuting
observables, we can set wp an orthogonal representation in which the basic
bras are simultaneous eigenbras of &, &, ..., £,. Let us suppose first that
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there is only one independent simultaneous eigenbra of &, &,,..., &,
belonging to any set of eigenvalues ¢},&,,...,£,. Then we may take
these simultaneous eigenbras, with arbitrary numerical coefficients, as
our basic bras. They are all orthogonal on account of the orthogonality
theorem (any two of them will have at least one eigenvalue different,
which is sufficient to make them orthogonal) and there are sufficient
of them to form a complete set, from a result of § 13. They may
conveniently be labelled by the eigenvalues ¢, &,..., &, to which they
belong, so that one of them is written (¢; &...£,|.

Passing now to the general case when there are several independent
simultaneous eigenbras of £, &,,..., £, belonging to some sets of eigen-
values, we must pick out from all the simultaneous eigenbras belong-
ing to a set of eigenvalues £, §;,..., £, a complete subset, the members
of which are all orthogonal to one another. (The condition of com-
pleteness here means that any simultaneous eigenbra belonging to the
. eigenvalues £, §;,...,&, can be expressed linearly in terms of the
members of the subset.) We must do this for each set of eigenvalues
&,&,...,&, and then put all the members of all the subsets together
and take them as the basic bras of the representation. These bras
are all orthogonal, two of them being orthogonal from the orthogona-
lity theorem if they belong to different sets of eigenvalues and from
the special way in which they were chosen if they belong to the same
set of eigenvalues, and they form altogether a complete set of bras,
as any bra can be expressed linearly in terms of simultaneous eigen-
bras and each simultaneous eigenbra can then be expressed linearly
in terms of the members of a subset. There are infinitely many ways
of choosing the subsets, and each way provides one orthogonal
representation.

For labelling the basic bras in this general case, we may use the
eigenvalues £, &;,..., €, to which they belong, together with certain
additional real variables Aj, A,,..., A, say, which must be introduced to
distinguish basic vectors belonging to the same set of eigenvalues
from one another. A basic bra is then written (£ &p...E0A1 A Ay
Corresponding to the variables Ay, X,,...,A, we can define linear
operators Ly, L,,..., L, by equations like (1) and can show that these
linear operators have the basic bras as eigenbras, and that they are
real and observables, and that they commute with one another and
with the ¢’s. The basic bras are now simultaneous eigenbras of all
the commuting observables £,,¢,,..., £, Ly, La,..., L,
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Let us define a complete set of commuting observables to be a set of
observables which all commute with one another and for which there
is only one simultaneous eigenstate belonging to any set of eigen-
values. Then the observables ¢, &,,..., £, L1, Ly,..., L, form a complete
set of commuting observables, there being only one independent simul-
taneous eigenbra belonging to the eigenvalues £, &,..., &1y Ap Agyeves Ay
namely the corresponding basic bra. Similarly the observables
Ly, L,,..., L, defined by equation (1) and the following work form
a complete set of commuting observables. With the help of this
definition the main results of the present section can be concisely
formulated thus: :

(i) The basic bras of an orthogonal representation are simul-
taneous eigenbras of a complete set of commuting observ-
ables.

(if) Given a complete set of commuting observables, we can set
up an orthogonal representation in which the basic bras are
simultaneous eigenbras of this complete set.

(iii) Any set of commuting observables can be made into a com-
plete commuting set by adding certain observables to it.

(iv) A convenient way of labelling the basic bras of an orthogonal
representation is by means of the eigenvalues of the complete
set of commuting observables of which the basic bras are
simultaneous eigenbras.

The conjugate imaginaries of the basic bras of a representation we
call the basic kets of the representation. Thus, if the basic bras are
denoted by <A; A,...A,|, the basic kets will be denoted by [A; As...A,).
The representative of a bra (b| is given by its scalar product with
each of the basic kets, i.e. by <b|A; A,...A,>. It may, like the repre-
sentative of a ket, be looked upon either as a set of numbers or as a
function of the variables A;, A,,...,A,. We have

B A A = O g A, 155,

showing that the representative of a bra is the conjugate complex of the
representative of the conjugate imaginary ket. In an orthogonal repre-
sentation, where the basic bras are simultaneous eigenbras of a com-
plete set of commuting observables, £, &,,..., €, say, the basic kets
will be simultaneous eigenkets of &, &,,..., &,

We have not yet considered the lengths of the basic vectors. With
an orthogonal representation, the natural thing to do is to normalize
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the basic vectors, rather than leave their lengths arbitrary, and so
introduce a further stage of simplification into the representation.
However, it is possible to normalize them only if the parameters
which label them all take on discrete values. If any of these para-
meters are continuous variables that can take on all values in a range,
the basic vectors are eigenvectors of some observable belonging to
eigenvalues in a range and are of infinite length, from the discussion
in § 10 (see p. 39 and top of p. 40). Some.other procedure is then
needed to fix the numerical factors by which the basic vectors may
be multiplied. To get a convenient method of handling this question
a new mathematical notation is required, which will be given in the
next section. .

15. The & function

Our work in § 10 led us to consider quantities involving a certain
kind of infinity. To get a precise notation for dealing with these
infinities, we introduce a quantity 8(x) depending on a parameter
satisfying the conditions

_!03(95) dz = 1 @)

3(z) = 0 for x £ 0.

To get a picture of §(z), take a function of the real variable z which
vanishes everywhere except inside a small domain, of length ¢ say,
surrounding the origin # = 0, and which is so large inside this domain
. that its integral over this domain is unity. The exact shape of the
function inside this domain does not matter, provided there are no
unnecessarily wild variations (for example provided the function
is always of order ¢~1). Then in the limit € - 0 this function will go
over into §(z).

8(z) is not & function of z according to the usual mathematical
definition of a function, which requires a function to have a definite
value for each point in its domain, but is something more general,
which we may call an ‘improper function’ to show up its difference
from & function defined by the usual definition. Thus 8(z) is not a
quantity which can be generally used in mathematical analysis like
an ordinary function, but its use must be confined to certain simple
types of expression for which it is obvious that no inconsistency
can arise.
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The most important property of 8(z) is exemplified by the follow-
ing equation,

[ @) dz = (0), (3

where f(z) is any continuous function of . We can easily see the
validity of this equation from the above picture of 8(x). The left-
hand side of (3) can depend only on the values of f(x) very close
to the origin, so that we may replace f(z) by its value at the origin,
f(0), without essential error. Equation (3) then follows from the
first of equations (2). By making a change of origin in (3), we can
deduce the formula

[ f@)3@—a) dx = f(a), (4)

where a is any real number. Thus the process of multiplying a function
of x by 8(x—a) and integrating over all z is equivalent to the process of
substituting a for x. This general result holds also if the function of z is
not a numerical one, but is a vector or linear operator depending on z.

The range of integration in (3) and (4) need not be from —co to oo,
but may be over any domain surrounding the critical point at which
the 8 function does not vanish. In future the limits of integration
will usually be omitted in such equations, it being understood that
the domain of integration is a suitable one.

Equations (3) and (4) show that, although an improper function
does not itself have a well-defined value, when it occurs as a factor
in an integrand the integral has a well-defined value. In quantum
theory, whenever an improper function appears, it will be something
which is to be used ultimately in an integrand. Therefore it should be
possible to rewrite the theory in a form in which the improper func-
tions appear all through only in integrands. One could then eliminate
the improper functions altogether. The use of improper functions
thus does not involve any lack of rigour in the theory, but is merely
a convenient notatien, enabling us to express in a concise form
certain relations which we could, if necessary, rewrite in a form not
involving improper functions, but only in a cumbersome way which
would tend to obscure the argument.

An alternative way of defining the 8 function is as the differential
coefficient ¢'(x) of the function e(x) given by

e(r) =0 (x<0) } (5)
=1 (x>0).
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We may verify that this is equivalent to the previous definition by
substituting ¢'(x) for 8(x) in the left-hand side of (3) and integrating
by parts. We find, for g, and g, two positive numbers,

[t @) da = e, — [ F@)ee) do

=gz —0s
=fg)— [f'(@) do
= f(0),

in agreement with (3). The 8 function appears whenever one differen-
tiates a discontinuous function.

There are a number of elementary equations which one can write
down about 8 functions. These equations are essentially rules of
manipulation for algebraic work involving 8 functions. The meaning
of any of these equations is that its two sides give equivalent results
as factors in an integrand.

Examples of such equations are

5(—a) = 8() (6)

zd(z) = 0, (7)

d(azx) = a~18(z) (a > 0), (8)

S(z2—a?) = }a-18(z—a)+8(z+a)} (a > 0), (9)

f S(a—z) da 5(x—b) = 8(a—b), (10)
f(@)3(z—a) = f(a)d(z—a). (11)

Equation (6), which merely states that §(z) is an even function of its
variable z is trivial. To verify (7) take any continuous function of
z, f(x). Then

f f(z)zd(x) de = 0,

from (3). Thus z8(z) as a factor in an integrand is equivalent to
zero, which is just the meaning of (7). (8) and (9) may be verified
by similar elementary arguments. To verify (10) take any continuous
function of a, f(a). Then

f f(a) da f S(a—z) dx S(x—b) = f S(x—b) dx f f(a) da 5(a—=)
= f S(x—b) de f(z) = f f(a) da 5(a—b).

Thus the two sides of (10) are equivalent as factors in an integrand
with @ as variable of integration. It may be shown in the same way
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that they are equivalent also as factors in an integrand with b as
variable of integration, so that equation (10) is justified from either
of these points of view. Equation (11) is also easily justified, with
the help of (4), from two points of view.

Equation (10) would be given by an application of (4) with
f(x) = 8(x—b). We have here an illustration of the fact that we may
often use an improper function as though it were an ordinary con-
tinuous function, without getting a wrong result.

Equation (7) shows that, whenever one divides both sides of an
equation by a variable z which can take on the value zero, one
should add on to one side an arbitrary multiple of §(x), i.e. from an

equation 4—RB (12)
one cannot infer Alx = Bjx,
but only Alx = Blz+-c8(x), (13)

where ¢ is unknown.
As an illustration of work with the & function, we may consider the
differentiation of log . The usual formula

(%logx = % (14)
requires examination for the neighbourhood of z = 0. In order to
make the reciprocal function 1/x well defined in the neighbourhood
of x = 0 (in the sense of an improper function) we must impose on
it an extra condition, such as that its integral from —e¢ to ¢ vanishes.
With this extra condition, the integral of the right-hand side of (14)
from —e to € vanishes, while that of the left-hand side of (14) equals
log (—1), so that (14) is not a correct equation. To correct it, we must
remember that, taking principal values, logz has a pure imaginary
term ¢m for negative values of x. As z passes through the value zero
this pure imaginary term vanishes discontinuously. The differen-
tiation of this pure imaginary term gives us the result —in§(x), so
that (14) should read

%logx =£——-iw8(x). (15)
The particular combination of reciprocal function and § function
appearing in (15) plays an important part in the quantum theory of
collision processes (see § 50).

o




62 REPRESENTATIONS § 16

16. Properties of the basic vectors

Using the notation of the § function, we can proceed with the theory
of representations. Let us suppose first that we have a single observ-
able ¢ forming by itself a complete commuting set, the condition for
this being that there is only one eigenstate of £ belonging to any
eigenvalue ¢', and let us set up an orthogonal representation in which
the basic vectors are eigenvectors of £ and are written (¢|, [£".

In the case when the eigenvalues of ¢ are discrete, we can normalize
the basic vectors, and we then have

D=0 (& #E),

ElED =1
These equations can be combined into the single equation
CEIE"> = Bgem, (16)

where the symbol 8 with two suffixes, which we shall often use in the
future, has the meaning
8,,=0 when r#s } (17)
=1 when r=s.

In the case when the eigenvalues of £ are continuous we cannot
normalize the basic vectors. If we now consider the quantity ¢£'|§")
with ¢ fixed and ¢” varying, we see from the work connected with
expression (29) of § 10 that this quantity vanishes for £” # ¢’ and
that its integral over a range of ¢” extending through the value ¢’
is finite, equal to ¢ say. Thus

e = cd(¢'—¢&").
From (30) of § 10, ¢ is a positive number. It may vary with ¢', so
we should write it ¢(¢') or ¢’ for brevity, and thus we have

e = ' 8(§'—£"). (18)
Alternatively, we have

e = c"3(§'—¢"), (19)
where ¢” is short for c(¢”), the right-hand sides of (18) and (19) being
equal on account of (11).

Let us pass to another representation whose basic vectors are
eigenvectors of ¢, the new basic vectors being numerical multiples of
the previous ones. Calling the new basic vectors (¢'*|, |£'*), with the
- additional label * to distinguish them from the previous ones, we have

Ex =KEl R =FED,
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where %' is short for k(¢’) and is a number depending on &. We get
e = KECE 1" = KB (g —¢')

with the help of (18). This may be written
CEHE*y = Kk 8(E'—¢")

from (11). By choosing %’ so that its modulus is ¢'~*, which is possible
since ¢’ is positive, we arrange to have

e = 3(&'—¢"). (20)
The lengths of the new basic vectors are now fixed so as to make the
representation as simple as possible. The way these lengths were
fixed is in some respects analogous to the normalizing of the basic
vectors in the case of discrete ', equation (20) being of the form of
(16) with the & function §(¢'—¢”) replacing the 8 symbol 8. of
equation (16). We shall continue to work with the new representation
and shall drop the * labels in it to save writing. Thus (20) will now

be written €y = (& —¢). (21)

We can develop the theory on closely parallel lines for the discrete
and continuous cases. For the discrete case we have, using (16),

SIEXENED = 3 108 = 160,

the sum being taken over all eigenvalues. This equation holds for
any basic ket |£”) and hence, since the basic kets form a complete set,

; €< = 1. (22)

This is a useful equation expressing an important property of the
basic vectors, namely, if |£') is multiplied on the right by {¢'| the
resulting linear operator, summed for all £, equals the unit operator.
Equations (16) and (22) give the fundamental properties of the basic
vectors for the discrete case.

Similarly, for the continuous case we have, using (21),

[1erae ey = [1eragse—en =gy (29)

from (4) applied with a ket vector for f(z), the range of integration
being the range of eigenvalues. This holds for any basic ket |£”)
and hence

[1g>ag <&l =1. (24)
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This is of the same form as (22) with an integral replacing the sum.
Equations (21) and (24) give the fundamental properties of the basic
vectors for the continuous case.

Equations (22) and (24) enable one to expand any bra or ket in
terms of the basic vectors. For example, we get for the ket | P) in the
discrete case, by multiplying (22) on the right by |P),

|P) = % |€'><E" 1P, ’ (25)

which gives |P) expanded in terms of the |¢')’s and shows that the
coefficients in the expansion are <£'| P>, which are just the numbers
forming the representative of |P). Similarly, in the continuous case,

1Py = [ &> dg' <€'1P», (26)

giving |P) as an integral over the |¢')’s, with the coefficient in the
integrand again just the representative (¢'|P) of | P). The conjugate
imaginary equations to (25) and (26) would give the bra vector {P|
expanded in terms of the basic bras.

Our present mathematical methods enable us in the continuous
case to expand any ket as an integral of eigenkets of £. If we do not
use the § function notation, the expansion of.a general ket will consist
of an integral plus a sum, as in equation (25) of § 10, but the & function
enables us to replace the sum by an integral in which the integrand
consists of terms each containing a & function as a factor. For
example, the eigenket |£”) may be replaced by an integral of eigen-
kets, as is shown by the second of equations (23).

If (Q| is any bra and |P) any ket we get, by further applications

of (22) and (24), gy = T <QIENE P 27)
£r
for discrete ¢ and
(QIPy = [ <QI¢" d¢' <&'|P> (28)

for continuous £’. These equations express the scalar product of Q|
and |P) in terms of their representatives (Q|¢"> and (¢'|P). Equa-
tion (27) is just the usual formula for the scalar product of two
vectors in terms of the coordinates of the vectors, and (28) is the
natural modification of this formula for the case of continuous ¢,
with an integral instead of a sum.

The generalization of the foregoing work to the case when ¢ has
both discrete and continuous eigenvalues is quite straightforward.
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Using £" and £2 to denote discrete eigenvalues and ¢’ and £” to denote
continuous eigenvalues, we have the set of equations

e =dpp,  (EEH =0, (&I =08(—¢")  (29)
as the generalization of (16) or (21). These equations express that
the basic vectors are all orthogonal, that those belonging to discrete
eigenvalues are normalized and those belonging to continuous eigen-

values have their lengths fixed by the same rule as led to (20). From
(29) VT? can derive, as the generalization of (22) or (24),

2 e+ [1g>ag ce1=1, (30)

the range of integration being the range of continuous eigenvalues.
With the help of (30), we get immediately

1Py = 3 < IP>+ [16) d €'1P (31)
as the generalization of (25) or (26), and
QIP) = Z Q&P+ [<@ierag 1Py (32)

as the generalization of (27) or (28).

" Let us now pass to the general case when we have several commuting
observables £;, &,,..., §, forming a complete commuting set and set up
an orthogonal representation in which the basic vectors are simul-
taneous eigenvectors of all of them, and are written <¢;...£;], |&1---Eup-
Let us suppose £;,&,,...,&, (v << u) have discrete eigenvalues and
Eyt1reee» & have continuous eigenvalues.

Consider the quantity <£;..&, &0 Eulél--Enbpir--ny. From the
orthogonality theorem, it must vanish unless each ¢ = &, for
s = v+1,..,u. By extending the work connected with expression
(29) of §10 to simultaneous eigenvectors of several commuting
observables and extending also the axiom (30), we find that the
(u—wv)-fold integral of this quantity with respect to each &; over
a range extending through the value ¢, is a finite positive number.
Calling this number ¢’, the ’ denoting that it is a function of
£lyees Eoy Evinreer £uy WO can express our results by the equation

€10 born-EulérEobonau> = ¢/ 8(€pn—Epra)-0(6u—E0),  (33)

with one 8 factor on the right-hand side for each value of s from
v+1 to u. We now change the lengths of our basic vectors so as to
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make ¢’ unity, by a procedure similar to that which led to (20). By
a further use of the orthogonality theorem, we get finally

CEpobulérbu> = Bger- B 8(Epia—Euan) - 8(Eu—E20), (34)

with a two-suffix § symbol on the right-hand side for each ¢ with
discrete eigenvalues and a & function for each ¢ with continuous
eigenvalues. This is the generalization of (16) or (21) to the case when
there are several commuting observables in the complete set.

From (34) we can derive, as the generalization of (22) or (24)

2 [] 16> A d, BBl = 1, (35)

the integral being a (u—w)-fold one over all the {”’s with continuous
eigenvalues and the summation being over all the £”’s with discrete
eigenvalues. Equations (34) and (35) give the fundamental properties
of the basic vectors in the present case. From (35) we can imme-
diately write down the generalization of (25) or (26) and of (27) or (28).

The case we have just considered can be further generalized by
allowing some of the £’s to have both discrete and continuous eigen-
values. The modifications required in the equations are quite straight-
forward, but will not be given here as they are rather cumbersome to
write down in general form.

There are some problems in which it is convenient not to make the
¢’ of equation (33) equal unity, but to make it equal to some definite
function of the ¢"’s instead. Calling this function of the £”s p'-* we
then have, instead of (34)

o bulbrenbuy = p' 184418421 8(Epin—Evan)-0(Eu—En),  (36)
and instead of (35) we get

5[] b o ddl, <EE = 1. (37)
£t

p' is called the weight function of the representation, p’dé,,;..d€,
being the ‘weight’ attached to a small volume element of the space
of the variables &,.4,--, &,

The representations we considered previously all had the weight
function unity. The introduction of a weight function not unity is
entirely a matter of convenience and does not add anything to the
mathematical power of the representation. The basic bras (§;...£,*|
of a representation with the weight function p’ are connected with
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the basic bras <£;...&,| of the corresponding representation with the
weight function unity by

CGrnbu® = p'KEE, (38)
as is easily verified. An example of a useful representation with
non-unit weight function occurs when one has two &s which are
the polar and azimuthal angles 6 and ¢ giving a direction in three-
dimensional space and one takes p’ = sin §’. One then has the element
of solid angle sinf’df'dé’ occurring in (37).

17. The representation of linear operators

In § 14 we saw how to represent ket and bra vectors by sets of
numbers. We now have to do the same for linear operators, in order
to have a complete scheme for representing all our abstract quantities
by sets of numbers. The same basic vectors that we had 1n§ 14 can
be used again for this purpose.

Let us suppose the basic vectors are simultaneous eigenvectors of
a complete set of commuting observables £,,¢,,...,¢,. If « is any
linear operator, we take a general basic bra (£...£,| and a general
basic ket |£]...£,> and form the numbers

A0 (39)
These numbers are sufficient to determine « completely, since in the
* first place they determine the ket «|é7...£;> (as they provide the
representative of this ket), and the value of this ket for all the basic
kets [|£]...6,> determines «. The numbers (39) are called the repre-
sentative of the linear operator « or of the dynamical variable «. They
are more complicated than the representative of a ket or bra vector
in that they involve the parameters that label two basic vectors
instead of one.

Let us examine the form of these numbers in simple cases. Take
first the case when there is only one £, forming a complete commuting
set by itself, and suppose that it has discrete eigenvalues ¢. The
representative of « is then the discrete set of numbers (¢'|«|¢”>. If
one had to write out these numbers explicitly, the natural way of
arranging them would be as a two-dimensional array, thus:

o€t <ol (EYalé®)
CEPlal€h)  (EP|fE®  <€P|alE®) .
Elalé?)  (ElalE® (lalé®> . . (40)
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where £1, £2, £3,.. are all the eigenvalues of £. Such an array is called
a matriz and the numbers are called the elements of the matrix. We
make the convention that the elements must always be arranged so
that those in the same row refer to the same basic bra vector and
those in the same column refer to the same basic ket vector.

An element (¢'|x|¢") referring to two basic vectors with the same
label is called a diagonal element of the matrix, as all such elements
lie on & diagonal. If we put « equal to unity, we have from (16) all
the diagonal elements equal to unity and all the other elements equal
to zero. The matrix is then called the unit matriz.

If « is real, we have

K€ "> = <€"|al€"D. (41)
The effect of these conditions on the matrix (40) is to make the
diagonal elements all real and each of the other elements equal the
conjugate complex of its mirror reflection in the diagonal. The matrix
is then called a Hermitian matriz.

If we put « equal to &, we get for a general element of the matrix

CEIEIE" = E'<E|E") = & dgy. (42)
Thus all the elements not on the diagonal are zero. The matrix is
then called a diagonal matriz. Its diagonal elements are just equal
to the eigenvalues of £&. More generally, if we put « equal to f(£), a
function of ¢, we get
CENFENE™> = f(E) Bggrs (43)
and the matrix is again a diagonal matrix.

Let us determine the representative of a product of of two linear
operators o and B in terms of the representatives of the factors.
From equation (22) with £” substituted for ¢ we obtain

E'NBlE") = <§’Ia§Zm 1€"><E"1BIE"
= g CE lelg”><E" IBIE™, (44)

which gives us the required result. Equation (44) shows that the
matrix formed by the elements (¢'|aB|¢”> equals the product of the
matrices formed by the elements (¢'|x|¢") and (£'|B|€") respectively,
according to the usual mathematical rule for multiplying matrices.
This rule gives for the element in the rth row and sth column of the
product matrix the sum of the product of each element in the rth
row of the first factor matrix with the corresponding element in the sth
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column of the second factor matrix. The multiplication of matrices
is non-commutative, like the multiplication of linear operators.

We can summarize our results for the case when there is only one
¢ and it has discrete eigenvalues as follows:

(1) Any linear operator is represented by a matriz.

(i1) The unit operator is represented by the unit matrix.

(i) A4 real linear operator is represented by a Hermitian matriz.

(iv) € and functions of & are represented by diagonal matrices.

(v) The matrixz representing the product of two linear operators s the

product of the matrices representing the two factors.

Let us now consider the case when there is only one ¢ and it has
continuous eigenvalues. The representative of o is now {&'|«[£"), a
function of two variables ¢ and ¢” which can vary continuously. It
is convenient to call such a function a ‘matrix’, using this word in
a generalized sense, in order that we may be able to use the same
terminology for the discrete and continuous cases. One of these
generalized matrices cannot, of course, be written out as a two-
dimensional array like an ordinary matrix, since the number of its
rows and columns is an infinity equal to the number of points on a
line, and the number of its elements is an infinity equal to the
number of points in an area.

We arrange our definitions concerning these generalized matrices
so that the rules (i)-(v) which we had above for the discrete case
hold also for the continuous-case. The unit operator is represented
by 8(¢'—¢”) and the generalized matrix formed by these elements
we define to be the unit matriz. We still have equation (41) as the
condition for « to be real and we define the generalized matrix formed
by the elements <{£'|«|¢”) to be Hermitian when it satisfies this
condition. ¢ is represented by

EIEIE"S = &'8(6'—¢") (45)
and f(§) by EE@INE = fE)8(¢—£"), (46)
and the generalized matrices formed by these elements we define to be
diagonal matrices. From (11), we could equally well have £” and f(£”)
as the coefficients of §(£'—¢”) on the right-hand sides of (45) and (46)
respectively. Corresponding to equation {44) we now have, from (24)

E'leBIE™ = f K€ |l dE” <E"IBIE™, (47)
with an integral instead of a sum, and we define the generalized

matrix formed by the elements on the right-hand side here to be the
3505,57 F
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product of the matrices formed by (£'|«|¢”> and (¢'|B|€">. With
these definitions we secure complete parallelism between the discrete
and continuous cases and we have the rules (i)-(v) holding for both.

The question arises how a general diagonal matrix is to be defined
in the continuous case, as so far we have only defined the right-hand
sides of (45) and (46) to be examples of diagonal matrices. One
might.be inclined to define as diagonal any matrix whose (£',§")
elements all vanish except when ¢’ differs infinitely little from &7,
but this would not be satisfactory, because an important property
of diagonal matrices in the discrete case is that they always commute
with one another and we want this property to hold also in the
continuous case. In order that the matrix formed by the elements
{£'|w|€"> in the continuous case may commute with that formed by
the elements on the right-hand side of (45) we must have, using the
multiplication rule (47),

[ € lwlens dgm ensgm—¢) = [ &8¢ —£") dg” (" €.
With the help of formula (4), this reduces to
Ellwl[E")E" = £ |wlE (48)
or (§'—£")<E wlé"> = 0.
This gives, according to the rule by which (13) follows from (12),

(€' lwlé" = c'8(¢'—¢")

where ¢’ is a number that may depend on ¢’. Thus (¢'|w|¢”) is of the
form of the right-hand side of (46). For this reason we define only
matrices whose elements are of the form of the right-hand side of (46) to
be diagonal matrices. It is easily verified that these matrices all
commute with one another. One can form other matrices whose
(¢, £") elements all vanish when ¢’ differs appreciably from ¢” and
have a different form of singularity when ¢’ equals ¢” [we shall later
introduce the derivative &'(z) of the & function and 3'(¢'—¢”) will
then be an example, see § 22 equation (19)], but these other matrices
are not diagonal according to the definition.

Let us now pass on to the case when there is only one ¢ and it has
both discrete and continuous eigenvalues. Using £, £5 to denote
discrete eigenvalues and £, £” to denote continuous eigenvalues, we
now have the representative of « consisting of four kinds of quanti-
ties, (€7|a|€%>, &7|x|€"D, (€ |x|éT>, (€'|a|€">. These quantities can all
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be put together and considered to form a more general kind of matrix
having some discrete rows and columns and also a continuous range
of rows and columns. We define unit matrix, Hermitian matrix,
diagonal matrix, and the product of two matrices also for this more
general kind of matrix so as to make the rules (i)-(v) still hold. The
details are a straightforward generalization of what has gone before
and need not be given explicitly.

Let us now go back to the general case of several £’s, £, &,,..., &,
The representative of «, expression (39), may still be looked upon as
forming a matrix, with rows corresponding to different values of
&, &, and columns corresponding to different values of £],..., L.
Unless all the £’s have discrete eigenvalues, this matrix will be of the
generalized kind with continuous ranges of rows and columns. We
again arrange our definitions so that the rules (i)—(v) hold, with rule
(iv) generalized to:

(iv’') Each ¢, (m = 1,2,...,u) and any function of them is repre-
sented by a diagonal matriz.

A diagonal matrix is now defined as one whose general element
&y & lwl€]...£0> is of the form

i ulwl€1 £0> = ¢ 8g g1 8,658(Epn—Erin)-8(Eu—Er)  (49)

in the case when ¢,,.., £, have discrete eigenvalues and &, ,,,.., £, have
continuous eigenvalues, ¢’ being any function of the £”’s. This defini-
tion is the generalization of what we had with one ¢ and makes
diagonal matrices always commute with one another. The other
definitions are straightforward and need not be given explicitly.

* We now have a linear operator always represented by a matrix.
The sum of two linear operators is represented by the sum of the
matrices representing the operators and this, together with rule (v),
means that the matrices are subject to the same algebraic relations as
the linear operators. 1f any algebraic equation holds between certain
linear operators, the same equation must hold between the matrices
representing those operators.

The scheme of matrices can be extended to bring in the repre-
sentatives of ket and bra vectors. The matrices representing linear
operators are-all square matrices with the same number of rows and
columns, and with, in fact, a one-one correspondence between their
rows and columns. We may look upon the representative of a ket
|P) as a matriz with a single column by setting all the numbers
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(&€, | P> which form this representative one below the other. The
number of rows in this matrix will be the same as the number of
rows or columns in the square matrices representing linear operators.
Such a single-column matrix can be multiplied on the left by a square
matrix (&...&,|«|¢]...&,> representing a linear operator, by a rule
similar to that for the multiplication of two square matrices. The
product is another single-column matrix with elements given by

3 [-] -EulelE.. £0 aEyn. 8L <6 ELI P

From (35) this is just equal to (..., |«|P), the. representative of
a|P). Similarly we may look upon the representative of a bra (@]
as a matriz with a single row by setting all the numbers (@ |&;...&,>
side by side. Such a single-row matrix may be multiplied on the
right by a square matrix <4;...§, |«|¢7...£,>, the product being another
single-row matrix, which is just the representative of <Q|a. The
single-row matrix representing {Q| may be multiplied on the right
by the single-column matrix representing |P), the product being a
matrix with just a single element, which is equal to <Q|P). Finally,
the single-row matrix representing {(@| may be multiplied on the left
by the single-column matrix representing |P), the product being a
square matrix, which is just the representative of |P)(@|. In this
way all our abstract symbols, linear operators, bra vectors, and ket
vectors, can be represented by matrices, which are subject to the
same algebraic relations as the abstract symbols themselves.

18. Probability amplitudes

Representations are of great importance in the physical interpreta-
tion of quantum mechanics as they provide a convenient method for
obtaining the probabilities of observables having given values. In
§ 12 we obtained the probability of an observable having any speci-
fied value for a given state and in § 13 we generalized this result
and obtained the probability of a set of commuting observables
simultaneously having specified values for a given state. Let us now
apply this result to a complete set of commuting observables, say the
set of &s which we have been dealing with already. According to
formula (51) of § 13, the probability of each £, having the value £,
for the state corresponding to the normalized ket vector |z) is

Py, £, = <®0¢,¢ 0¢,¢--0¢,£,1 %> (50)
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If the &'s all have discrete eigenvalues, we can use (35) with v = u
and no integrals, and get

Fe.z. =§z€ AL TR T I S S TE SR AL
15y

= 3 {@ldggdueSuelérEudbrbul@d

1eaSu

= (@61 L €L Lula)
= [<6r-Lul@d ] (51)

We thus get the simple result that the probability of the £'s having the
values & is just the square of the modulus of the appropriate coordinate
of the mormalized ket vector corresponding to the state concerned.

If the ¢s do not all have discrete eigenvalues, but if, say, &,..,§,
have discrete eigenvalues and ,,,,.., £, have continuous eigenvalues,,
then to get something physically significant we must obtain the
probability of each ¢, (r = 1,..,v) having a specified value ¢, and each
¢ (s = v+1,..,u) lying in a specified small range & to &+dé;. For
this purpose we must replace each factor 8;,¢; in (50) by a factor x;,
which is that function of the observable ¢, which is equal to unity
for £, within the range &, to £,+d¢&, and zero otherwise. Proceeding
as before with the help of (35), we obtain for this probability )

Byy.,08,10-48, = |61 £ul2D P A6y ALy (52)

Thus in every case the probability distribution of values for the &'s 1s
given by the square of the modulus of the representative of the norma-
lized ket vector corresponding to the state concerned.

The numbers which form the representative of a normalized ket
(or bra) may for this reason be called probability amplitudes. The
square of the modulus of a probability amplitude is an ordinary
probability, or a probability per unit range for those variables that
have continuous ranges of values.

We may be interested in a state whose corresponding ket |z) cannot
be normalized. This occurs, for example, if the state is an eigenstate
of some observable belonging to an eigenvalue lying in a range of
eigenvalues. The formula (51) or (52) can then still be used to give
the relative probability of the ¢’s having specified values or having
values lying in specified small ranges, i.e. it will give correctly the
ratios of the probabilities for different ¢’s. The numbers <&;...&,|x>
may then be called relative probability amplitudes.
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The representation for which the above results hold is characterized
by the basic vectors being simultaneous eigenvectors of all the £s.
It may also be characterized by the requirement that each of the ¢’s
shall be represented by a diagonal matrix, this condition being easily
seen to be equivalent to the previous one. The latter characterization
is usually the more convenient one. For brevity, we shall formulate
it as each of the ¢'s ‘being diagonal in the representation’.

Provided the ¢’s form a complete set of commuting observables,
the representation is completely determined by the characterization,
apart from arbitrary phase factors in the basic vectors. Each basic bra
<§;--.&,] may be multiplied by e?’, where y is any real function of
the variables £;,..., &, without changing any of the conditions which
the representation has to satisfy, i.e. the condition that the ¢’s are
diagonal or that the basic vectors are simultaneous eigenvectors of
the &’s, and the fundamental properties of the basic vectors (34) and
(35). With the basic bras changed in this way, the representative
(& Py of a ket |P) gets multiplied by e, the representative
(Ql&...&,> of a bra (@] gets multiplied by e~*" and the representa-
tive (£...8,|a|¢]...£&,> of a linear operator o gets multiplied by e®'~7".
The probabilities or relative probabilities (51), (52) are, of course,
unaltered.

The probabilities that one calculates in practical problems in
quantum mechanics are nearly always obtained from the squares
of the moduli of probability amplitudes or relative probability ampli-
tudes. Even when one is interested only in the probability of an
incomplete set of commuting observables having specified values, it
is usually necessary first to make the set a complete one by the
introduction of some extra commuting observables and to obtain
the probability of the complete set having specified values (as the
square of the modulus of a probability amplitude), and then to sum
or integrate over all possible values of the extra observables. A
more direct application of formula (51) of § 13 is usually not
practicable.

To introduce a representation in practice

(i) We look for observables which we would like to have diagonal,
either because we are interested in their probabilities or for
reasons of mathematical simplicity ;

(ii) We must see that they all commute—a necessary condition
since diagonal matrices always commute;
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(iii) We then see that they form a complete commuting set, and
if not we add some more commuting observables to them to
make them into a complete commuting set ;

(iv) We set up an orthogonal representation with this complete
commuting set diagonal.

The representation is then completely determined except for the
arbitrary phase factors. For most purposes the arbitrary phase
factors are unimportant and trivial, so that we may count the
representation as being completely determined by the observables
that are diagonal in it. This fact is already implied in our notation,
since the only indication in a representative of the representation to
which it belongs are the letters denoting the observables that are
diagonal.

It may be that we are interested in two representations for the
same dynamical system. Suppose that in one of them the complete
set of commuting observables &,...,¢, are diagonal and the basic
bras are <(£;...£,| and in the other the complete set of commuting
observables 7,,...,7,, are diagonal and the basic bras are {(n}...n,,|.
A ket |P) will now have the two representatives (&)...£,|P)> and
el Py. If &4,.., €, have discrete eigenvalues and ¢, ,4,.., ¢, have
continuous eigenvalues and if 7,,.., n, have discrete eigenvalues and
Nz+1:0+5 My haVE continuous eigenvalues, we get from (35)

sl Py = 3 [ il > Al Gl P, (59)
and interchanging £’s and ’s
(E1bul P> ann' ff CGrbulmyem) digig-dmly g | Py (54)

These are the transformation equations which give one representative
- of |P) in terms of the other. They show that either representative
is expressible linearly in terms of the other, with the quantities

Cppeemplre &y LELEulmre iy (55)

as coefficients. These quantities are called the transformation func-
tions. Similar equations may be written down to connect the two
representatives of a bra vector or of a linear operator. The trans-
formation functions (55) are in every case the means which enable
one to pass from one representative to the other. Each of the
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transformation functions is the conjugate complex of the other, and
they satisfy the conditions

P2 f [ B> B AL il e

- Smm 77,1728(77:1%1 77:z+1) 8( nw) (56)
and the corresponding conditions with ¢’s and 7’s interchanged, as
may be verified from (35) and (34) and the corresponding equations
for the 7’s.

Transformation functions are examples of probability amplitudes
or relative probability amplitudes. Let us take the case when all the
&s and all the 7’s have discrete eigenvalues. Then the basic ket
|1.--m> 18 normalized, so that its representative in the {-representa-
tion, (£;...E 1My, is a probability amplitude for each set of values
for the ¢”’s. The state to which these probability amplitudes refer,
namely the state corresponding to |7;...m,, is characterized by the
condition that a simultaneous measurement of 7,...,n,, is certain to
lead to the results 7y,...,7. Thus [<&...&|71...mpy|? is the proba-
bility of the ¢’s having the values £;...¢, for the state for which the
n’s certainly have the values #;...m;,. Since

[<€1--Eulmie o) |* = [<mpee 61 Eud 1%
we have the theorem of reciprocity—the probability of the £'s having
the values & for the state for which the n’s certainly have the values 3’
18 equal to the probability of the n’s having the values n' for the state for
which the &'s certamly have the values ¢’

If all the 7’s have discrete eigenvalues and some of the §’s have
continuous eigenvalues, |<£...&,|n1..-m5, |2 still gives the probability
distribution of values for the &'s for the state for which the 7’s cer-
tainly have the values n’. If some of the 5’s have continuous eigen-
values, |7;...m,» is not normalized and [<&...&,|n...my |2 then gives
only the relative probability distribution of values for the ¢’s for the
state for which the n’s certainly have the values »’.

19. Theorems about functions of observables

We shall illustrate the mathematical value of representations by
using them to prove some theorems.

THEOREM 1. A linear operator that commutes with an observable &
commutes also with any function of &.

The theorem is obviously true when the function is expressible as
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a power series. To prove it generally, let w be the linear operator,
so that we have the equation

bw—awé = 0. (57)
Let us introduce a represeﬁtation in which ¢ is diagonal. If ¢ by
itself does not form a complete commuting set of observables, we must
make it into a complete commuting set by adding certain observables,
B say, to it, and then take the representation in which ¢ and the f’s
are diagonal. (The case when ¢ does form a complete commuting set
by itself can be looked upon as a special case of the preceding one
with the number of 8 variables zero.) In this representation equation

(67) becomes B fo—wtlB" = 0,
which reduces to
EEB |wlE"B")— B |w|E"B"HE" = 0.
In the case when the eigenvalues of ¢ are discrete, this equation
shows that all the matrix elements (¢'8'|w|£”"8"> of w vanish except

those for which ¢’ = £”. In the case when the eigenvalues of ¢ are
continuous it shows, like equation (48), that (¢'B’|w|¢"B"> is of the

form EBwlE = cB(E—£),

where ¢ is some function of ¢’ and the 8”s and B”’s. In either case
we may say that the matrix representing w ‘is diagonal with respect
to £. If f(¢) denotes any function of £ in accordance with the general
theory of § 11, which requires f(£”) to be defined for ¢” any eigenvalue
of ¢, we can deduce in either case

JEKEB [wlEB">— LB |w|€"Bf(E") = O.
This gives EBIfE) w—aw fE)IE"B") =0,
80 that JE)w—wf(€)=0
and the theorem is proved.

As a special case of the theorem, we have the result that any
observable that commutes with an observable ¢ also commutes with
any function of £. This result appears as a physical necessity when
we identify, as in §13, the condition of commutability of two
observables with the condition of compatibility of the correspond-
ing observations. Any observation that is compatible with the
measurement of an observable ¢ must also be compatible with the
measurement of f(£), since any measurement of ¢ includes in itself
a measurement of f(£).
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THEOREM 2. A linear operator that commules with each of a complete
set of commuting observables is a function of those observables.

Let w be the linear operator and ¢, &,,..., €, the complete set of
commuting observables, and set up a representation with these
observables diagonal. Since w commutes with each of the ¢’s, the
matrix representing it is diagonal with respect to each of the £’s,
by the argument we had above. This matrix is therefore a diagonal
matrix and is of the form (49), involving a number ¢’ which is a
function of the £’s. It thus represents the function of the £’s that
¢’ is of the £”s, and hence w equals this function of the £’s.

THEOREM 3. If an observable ¢ and a linear operator g are such that
any linear operator that commutes with ¢ also commutes with g, then g
1s a function of &.

This is the converse of Theorem 1. To prove it, we use the same
representation with ¢ diagonal as we had for Theorem 1. In the first
place, we see that ¢ must commute with ¢ itself, and hence the
representative of g must be diagonal with respect to ¢, i.e. it must
be of the form

CEBNGIEB"> = a(§'BB )8 or a(¢'BB)S(E—E"),
according to whether ¢ has discrete or continuous eigenvalues. Now
let w be any linear operator that commutes with £, so that its
representative is of the form

EBwl§"B"> = b(E'B'B")Bge- or b(EBB)I(E—E").

By hypothesis w must also commute with g, so that
B lgo—wg|¢"B") = 0. (58)
If we suppose for definiteness that the B’s have discrete eigenvalues,
(58) leads, with the help of the law of matrix multiplication, to
BZ{a(f'ﬁ’ﬁ”’)b(f’ﬁ'”ﬁ")—b(f'ﬁ’ﬁ’”)a(f'ﬁ’”ﬁ”)} =0, (59)
the left-hand side of (58) being equal to the left-hand side of (59)

multiplied by 8z¢ or 8(¢'—¢”). Equation (59) must hold for all
functions b(¢'8'8”). We can deduce that
a(flﬁlﬁll) — O fOr BI # BII,
agBB) = al¢BE).
The first of these results shows that the matrix representing g is

diagonal and the second shows that a(£'8'8’) is a function of £’ only.
We can now infer that g is that function of ¢ which a(¢'8'8') is of ¢,
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so the theorem is proved. The proof is analogous if some of the 8’s
have continuous eigenvalues.

Theorems 1 and 3 are still valid if we replace the observable ¢ by
any set of commuting observables &;,&,,..,¢,, only formal changes
being needed in the proofs.

20. Developments in notation

The theory of representations that we have developed provides a
general system forlabelling kets and bras. Inarepresentation in which
the complete set of commuting observables &,,..., £, are diagonal any
ket | P) will have a representative <(£;...&,|P), or (¢'|P) for brevity.
This representative is a definite function of the variables &', say #(¢').
The function i then determines the ket ]P} completely, so it may be
used to label this ket, to replace the arbitrary label P. In symbols,
if 1P = pE) } o
we put [Py = [h(£)).
We must put |P) equal to [4(£)> and not |(£')), since it does not
depend on a particular set of eigenvalues for the £’s, but only on the
form of the function .

With f(£) any function of the observables &,,...,&,, f(€)|P) will
have as its representative

EfENP) = [E)(E).
Thus according to (60) we put

FEIP) = [fEW(E)>-
With the help of the second of equations (60) we now get

FEV(E)> = [F(€)p(6)>- (61)

This is a general result holding for any functions f and ¢ of the ¢£’s,
and it shows that the vertical line | is not necessary with the new
notation for a ket—either side of (61) may be written simply as
F(EW(€)>. Thus the rule for the new notation becomes:—
if NPy = (&) } (62)
we put 1P = $(&).
We may further shorten ¢(¢)) to ), leaving the variables ¢ under-
stood, if no ambiguity arises thereby.

The ket (£)> may be considered as the product of the linear
operator (£) with a ket which is denoted simply by > without a
label. We call the ket > the standard ket. Any ket whatever can be
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expressed as a function of the £’s multiplied into the standard ket.
For example, taking |P) in (62) to be the basic ket |£"), we find

I§”> = 8515,_8&58(5,,.4.1—“5:,4,1)--8(6“_ 1';)> (63)
in the case when &,,.., ¢, have discrete eigenvalues and £,,1,., ¢, have
continuous eigenvalues. The standard ket is characterized by the
condition that its representative (£'[) is unity over the whole domain
of the variable ¢, as may be seen by putting = 1 in (62).

A further contraction may be made in the notation, namely to
leave the symbol > for the standard ket understood. A ket is then
written simply as (£), a function of the observables £. A function
of the £’s used in this way to denote a ket is called a wave function.}
The system of notation provided by wave functions is the one usually
used by most authors for calculations in quantum mechanics. In
using it one should remember that each wave function is understood
to have the standard ket multiplied into it on the right, which
prevents one from multiplying the wave function by any operator
on the right. Wave functions can be multiplied by operators only on
the left. This distinguishes them from ordinary functions of the £’s,
which are operators and can be multiplied by operators on either the
left or the right. A wave function is just the representative of a ket
expressed as a function of the observables ¢, instead of eigenvalues £’
for those observables. The square of its modulus gives the proba-
bility (or the relative probability, if it is not normalized) of the £'s
having specified values, or lying in specified small ranges, for the
corresponding state.

The new notation for bras may be developed in the same way as
for kets. A bra <Q| whose representative <(Q|£"> is $(¢') we write
($(¢)|. With this notation the conjugate imaginary to [(£)) is
(B(€)|. Thus the rule that we have used hitherto, that a ket and
its conjugate imaginary bra are both specified by the same label,
must be extended to read—if the labels of a ket involve complex
numbers or complex functions, the labels of the conjugate imaginary
bra involve the comjugate complex numbers or functions. As in the
case of kets we can show that ($(¢)|f(£) and <B(£)f(£)| are the same,
so that the vertical line can be omitted. We can consider {$(£) as
the product of the linear operator $(£) into the standard bra {, which

t The reason for this name is that in the early days of quantum mechanics all the

examples of these functions were of the form of waves. The name is not a descriptive
one from the point of view of the modern general theory.



§ 20 DEVELOPMENTS IN NOTATION 81

is the conjugate imaginary of the standard ket . We may leave
the standard bra understood, so that a general bra is written as ¢(£),
the conjugate complex of a wave function. The conjugate complex
of a wave function can be multiplied by any linear operator on the
right, but cannot be multiplied by a linear operator on the left. We
can construct triple products of the form {f(£)>. Such a triple product
is a number, equal to f(£) summed or integrated over the whole
domain of eigenvalues for the ¢£’s,

S =3 [-[ 1) dE, . dE, (64)
.4

in the case when ¢,,.., £, have discrete eigenvalues and £,,,..., €, have
continuous eigenvalues.

The standard ket and bra are defined with respect to a representa-
tion. If we carried through the above work with a different repre-
sentation in which the complete set of commuting observables 7 are
diagonal, or if we merely changed the phase factors in the representa-
tion with the &'s diagonal, we should get a different standard ket and
bra. In a piece of work in which more than one standard ket or bra
appears one must, of course, distinguish them by giving them labels.

A further development of the notation which is of great importance
for dealing with complicated dynamical systems will now be discussed.
Suppose we have a dynamical system describable in terms of dynami-
cal variables which can all be divided into two sets, set A and set B
say, such that any member of set A commutes with any member of
set B. A general dynamical variable must be expressible as a function
of the A-variables and B-variables together. We may consider
another dynamical system in which the dynamical variables are the
A-variables only—let us call it the A-system. Similarly we may
consider a third dynamical system in which the dynamical variables
are the B-variables only—the B-system. The original system can
then be looked upon as a combination of the A-system and the
B-system in accordance with the mathematical scheme given below.

Let us take any ket |a) for the 4-system and any ket |b) for the
B-system. We assume that they have a product |a)[b) for which
the commutative and distributive axioms of multiplication hold, i.e.

lay|by = [b>|a),
{eslay+calagd} by = cilay|by+-czlax>|b),
[ad{e1[b1>+colbed} = cqlad|byd+calad by,
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the ¢’s being numbers. We can give a meaning to any 4-variable
operating on the product |a)|6)> by assuming that it operates only
on the |a) factor and commutes with the |b) factor, and similarly
we can give a meaning to any B-variable operating on this product
by assuming that it operates only on the [b)> factor and commutes
with the |a) factor. (This makes every A4-variable commute with
every B-variable.) Thus any dynamical variable of the original
system can operate on the product |a)|b), so this product can be
looked upon as a ket for the original system, and may then be
written |ab), the two labels @ and b being sufficient to specify it.
In this way we get the fundamental equations

la>16> = [b)]a) = |ab). (65)

The multiplication here is of quite a different kind from any that
occurs earlier in the theory. The ket vectors |¢) and |b) are in two
different vector spaces and their product is in a third vector space,
which may be called the product of the two previous vector spaces.
The number of dimensions of the product space is equal to the
product of the number of dimensions of each of the factor spaces.
A general ket vector of the product space is not of the form (65), but
is a sum or integral of kets of this form.

Let us take a representation for the 4-system in which a complete
set of commuting observables ¢, of the 4-system are diagonal. We
shall then have the basicbras (¢ | for the 4-system. Similarly, taking
a representation for the B-system with the observables {5 diagonal,
we shall have the basic bras {{3| for the B-system. The products

sl = Euésl (66)
will then provide the basic bras for a representation for the original
system, in which representation the ¢ ,’s and the £5’s will be diagonal.

The £,’s and ¢5’s will together form a complete set of commuting
observables for the original system. From (65) and (66) we get

Eulad{&plb) = (&4 éplab), (67)
showing that the representative of |#b> equals the product of the
representatives of |a) and of [b) in their respective representations.

We can introduce the standard ket, >, say, for the A-system,
with respect to the representation with the £,’s diagonal, and also
the standard ket >p for the B-system, with respect to the repre-
sentation with the £5’s diagonal. Their product >, >y is then the
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standavd ket for the original system, with respect to the representa-
tion with the ¢,’s and ¢5’s diagonal. Any ket for the original system

may be expressed as PELERDND DB (68)

It may be that in a certain calculation we wish to use a particular
representation for the B-system, say the above representation with
the ¢5’s diagonal, but do not wish to introduce any particular
representation for the A-system. It would then be convenient to
use the standard ket ), for the B-system and no standard ket for
the A-system. Under these circumstances we could write any ket
for the original system as €55 (69)

in which |¢5) is a ket for the A-system and is also a function of the
£g's, ie. it is a ket for the A-system for each set of values for the
¢5’s—in fact (69) equals (68) if we take

. ]f}}) = ¢(§A§B)>A-
We may leave the standard ket )5 in (69) understood, and then we
have the general ket for the original system appearing as [z), a ket
for the A-system and a wave function in the variables {p of the
B-system. An example of this notation will be used in § 66.

The above work can be immediately extended to a dynamical
system describable in terms of dynamical variables which can be
divided into three or more sets 4, B, C,... such that any member of
one set commutes with any member of another. Equation (65) gets

generalized to lay|bd]e)... = |abe...>,

the factors on the left being kets for the component systems and
the ket on the right being a ket for the original system. Equations
(66), (67), and (68) get generalized to many factors in a similar way.



IV
THE QUANTUM CONDITIONS

21. Poisson brackets
Ovur work so far has consisted in setting up a general mathematical
scheme connecting states and observables in quantum mechanics.
One of the dominant features of this scheme is that observables, and
dynamical variables in general, appear in it as quantities which do
not obey the commutative law of multiplication. It now becomes
necessary for us to obtain equations to replace the commutative law
of multiplication, equations that will tell us the value of é7—#¢ when
¢ and 7 are any two observables or dynamical variables. Only when
such equations are known shall we have a complete scheme of
mechanics with which to replace classical mechanics. These new
equations are called quantum conditions or commutation relations.
The problem of finding quantum conditions is not of such a general
character as those we have been concerned with up to the present. It
is instead a special problem which presents itself with each particular
dynamical system one is called upon to study. There is, however,
a fairly general method of obtaining quantum conditions, applicable
to a very large class of dynamical systems. This is the method of
classical analogy and will form the main theme of the present chapter.
Those dynamical systems to which this method is not applicable
must be treated individually and special considerations used in each
case. :
The value of classical analogy in the development of quantum
mechanics depends on the fact that classical mechanics provides a
valid description of dynamical systems under certain conditions,
when the particles and bodies composing the systems are sufficiently
massive for the disturbance accompanying an observation to be
negligible. Classical mechanics must therefore be a limiting case of
quantum mechanics. We should thus expect to find that important
concepts in classical mechanics correspond to important concepts in
quantum mechanics, and, from an understanding of the general
nature of the analogy between classical and quantum mechanics, we
may hope to get laws and theorems in quantum mechanics appearing
as simple generalizations of well-known results in classical mechanics;
in particular we may hope to get the quantum conditions appearing
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as a simple generalization of the classical law that all dynamical
variables commute.

Let us take a dynamical system composed of a number of particles
in interaction. As independent dynamical variables for dealing with
the system we may use the Cartesian coordinates of all the particles
and the corresponding Cartesian components of velocity of the par-
ticles. It is, however, more convenient to work with the momentum
components instead of the velocity components. Let us call the
coordinates ¢,, r going from 1 to three times the number of particles,
and the corresponding momentum components p,. The ¢’s and p’s
are called canonical coordinates and momenta.

The method of Lagrange’s equations of motion involves introdu-
cing coordinates ¢, and momenta p, in a more general way, applicable
also for a system not composed of partlcles (e.g. a system containing
rigid bodies). These more general ¢’s and p’s are also called canonical
coordinates and momenta. Any dynamical variable is expressible in
terms of a set of canonical coordinates and momenta.

An important concept in general dynamical theory is the Poisson
Bracket. Any two dynamical variables « and v have a P.B. (Poisson
Bracket) which we shall denote by [u,v], defined by

ou v ou ov
[.2] Z {aqr op, op, 04,) W
u and v being regarded as functions of a set of canonical coordinates
and momenta ¢, and p, for the purpose of the differentiations. The
right-hand side of (1) is independent of which set of canonical
coordinates and momenta are used, this being a consequence of the
general definition of canonical coordinates and momenta, so the
P.B. [u,v] is well defined.
The main properties of P.B.s, which follow at once from their

definition (1), are

[u,v] = —[v,u], (@)
[urc] =0, (3)

where ¢ is a number (which may be considered as a special case of a
dynamical variable),

[ug+uy,v] = [y, v]4-[ua, ],
[u, v4-0,] = [u, v ]+ [%, 5],

3595.57 a

(4)



86 THE QUANTUM CONDITIONS §21

. ouy  Ouy\ 0 ouy  OUg\ OV
el = S |G~ (e i)
= [ug, v]ug+u[u, v], } (5)
[, v175] = [u, ”1]”2"‘”1[“3 y).
Also the identity .
[, [, 0]+ o o, ]} [, [t ] = 0 )
is easily verified. Equations (4) express that the P.B. [u,v] involves
w and v linearly, while equations (5) correspond to the ordinary rules
for differentiating a product.

Let us try to introduce a quantum P.B. which shall be the analogue
of the classical one. We assume the quantum P.B. to satisfy all the
conditions (2) to (6), it being now necessary that the order of the
factors u, and u, in the first of equations (5) should be preserved
throughout the equation, as in the way we have here written it, and
similarly for the v; and v, in the second of equations (5). These condi-
tions are already sufficient to determine the form of the quantun
P.B. uniquely, as may be seen from the following argument. We can
evaluate the P.B. [u, u,, v, v,] in two different ways, since we can use
either of the two formulas (5) first, thus,

(w1 %z, v105] = [wg, 01 05 Jug+us[ 115, v, V]
= {{wg, vrJvatvi[uy, vaJhus 4wy {[ug, 01 Jva 01 [, ve]}
= [y, v1Jva g +0y[uy, v Jug+us [y, v; [0y 41y V1[0, ]
and
(w1 20, 01 0] = [ty U, v1J0p 01w U, v,]
= [ug, vy Jug vy g [hs, v1 Jop 03[0y, Vo Juo 1 Us[ U, v, )

Equating these two results, we obtain

[0, 01)(ug vy — v Uy) = (20, — 0 wg) Uy, 9]
Since this condition holds with %, and v, quite independent of w, and

vy, Wwe must have .
’ Uy 03—y Uy = tfifuy, v,

Uy Vy— V5 Uy = THi[Ug, Vs,
where % must not depend on w; and v, nor on u, and v,, and also
must commute with (4, v;—v, %;). It follows that % must be simply
a number. We want the P.B. of two real variables to be real, as in
the classical theory, which requires. from the work at the top of p. 28,
that % shall be a real number when introduced, as here, with the
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coefficient . We are thus led to the following definition for the
quanium P.B. [u,v] of any two variables u and v,

uw—ovu = 1fi[u,v], (7)

in which % is a new universal constant. It has the dimensions of
action. In order that the theory may agree with experiment, we
must take # equal to &/27, where h is the universal constant that
was introduced by Planck, known as Planck’s constant. It is easily
verified that the quantum P.B. satisfies all the conditions (2), (3), (4),
(5), and (6). '

The problem of finding quantum conditions now reduces to the
problem of determining P.B.s in quantum mechanics. The strong
analogy between the quantum P.B. defined by (7) and the classical
P .B.defined by (1) leads us to make the assumption that the quantum
P.B.s, or at any rate the simpler ones of them, have the same values
as the corresponding classical P.B.s. The simplest P.B.s are those
involving the canonical coordinates and momenta themselves and
have the following values in the classical theory :

[QWqS] =0, [pr’ps] =0, } (8)
[Qr)_ps] = 81’3'

We therefore assume that the corresponding quantum P.B.s also

have the values given by (8). By eliminating the quantum P.B.s

with the help of (7), we obtain the equations

29—99 =0, PrPs—Ps Py = 0, } (9)
G Ps—DPs T = iﬁsrs! .
which are the fundamental quantum conditions. They show us where
the lack of commutability among the canonical coordinates and
momenta lies. They also provide us with a basis for calculating com-
mutation relations between other dynamical variables. For instance,
if ¢ and n are any two functions of the ¢’s and p’s expressible as
power series, we may express {n—né or [£, 7], by repeated applica-
tions of the laws (2), (3), (4), and (5), in terms of the elementary
P.B.s given in (8) and so evaluate it. The result is often, in simple
cases, the same as the classical reswt, or departs from the classical
result only through requiring a special order for factors in a product,
this order being, of course, unimportant in the classical theory. Even
when ¢ and 7y are more general functions of the ¢’s and p’s not ex-
pressible as power series, equations (9) are still sufficient to fix the
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value of én—né, as will become clear from the following work.
Equations (9) thus give the solution of the problem of finding the
quantum conditions, for all those dynamical systems which have a
classical analogue and which are describable in terms of canonical
coordinates and momenta. This does not include all possible systems
in quantum mechanics. :
Equations (7) and (9) provide the foundation for the analogy
between quantum mechanics and classical mechanics. They show
that classical mechanics may be regarded as the limiting case of quantum
mechanics when #i tends to zero. A P.B. in quantum mechanics is a
purely algebraic notion and is thus a rather more fundamental con-
cept than a classical P.B., which can be defined only with reference to
a set of canonical coordinates and momenta. For thisreason canonical
coordinates and momenta are ofless importance in quantum mechanics
than in classical mechanics; in fact, we may have a system in quan-
tum mechanics for which canonical coordinates and momenta do
not exist and we can still give a meaning to P.B.s. Such a system
would be one without a classical analogue and we should not be able
to obtain its quantum conditions by the method here described.
From equations (9) we see that two variables with different suffixes
r and s always commute. It follows that any function of ¢, and p,
will commute with any function of ¢, and p, when s differs from 7.
Different values of r correspond to different degrees of freedom of the
dynamical system, so we get the result that dynamical variables
referring to different degrees of freedom commute. This law, as we have
derived it from (9), is proved only for dynamical systems with
classical analogues, but we assume it to hold generally. In this way
we can make a start on the problem of finding quantum conditions
for dynamical systems for which canonical coordinates and momenta
do not exist, provided we can give a meaning to different degrees of
freedom, as we may be able to do with the help of physical insight.
We can now see the physical meaning of the division, which was
discussed in the preceding section, of the dynamical variables into
sets, any member of one set commuting with any member of another.
Each set corresponds to certain degrees of freedom, or possibly just
one degree of freedom. The division may correspond to the physical
process of resolving the dynamical system into its constituent parts,
each constituent being capable of existing by itself as a physical
system, and the various constituents having to be brought into
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interaction with one another to produce the original system. Alterna-
tively the division may be merely a mathematical procedure of
resolving the dynamical system into degrees of freedom which cannot
be separated physically, e.g. the system consisting of a particle with
internal structure may be divided into the degrees of freedom describ-
ing the motion of the centre of the particle and those describing the

internal structure.

22. Schriodinger’s representation

Let us consider a dynamical system with »n degrees of freedom
having a classical analogue, and thus describable in terms of canonical
coordinates and momenta g,,p, (r = 1,2,...,n). We assume that the
coordinates q, are all observables and have continuous ranges of eigen-
values, these assumptions being reasonable from the physical signifi-
cance of the ¢’s. Let us set up a representation with the ¢’s diagonal.
The question arises whether the ¢’s form a complete commuting set
for this dynamical system. It seems pretty obvious from inspection
that they do. We shall here assume that they do, and the assumption
will be justified later (see top of p. 92). With the ¢’s forming a
complete commuting set, the representation is fixed except for the
arbitrary phase factors in it.

Let us consider first the case of n = 1, so that there is only one ¢

and p, satisfying gp—pq = ik (10)

Any ket may be written in the standard ket notation /(g)>. From it
we can form another ket dis/dg)>, whose representative is the deriva-
tive of the original one. This new ket is a linear function of the
original one and is thus the result of some linear operator applied to
the original one. Calling this linear operator d/dgq, we have

d dis

) = 20, 1

=3 (11)
Equation (11) holding for all functions ¢ defines the linear operator

d/dg. We have d
d_q> = 0. (12)

Let us treat the linear operator d/dq according to the general theory
of linear operators of § 7. We should then be able to apply it to a bra
{$(q), the product {¢d/dgq being defined, according to (3) of § 7, by

{@%@=@%@} (13)
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for all functions yi(q). Taking representatives, we get

LN N ar W)
e = d L), (14)
[ @10 a0 v@) = [ gy ag 2
We can transform the right-hand side by partia.l integration and get
d ’ ’ ’ d
[egia e = — [ ag yg (15)
provided the contributions from the hmlts of integration vanish.
Th]S gives <95i ]q,> _ —(lqs(ql)
dq dql 3
showing that (</;— (Z (16)

Thus d|dg operating to the left on the conjugate complex of a wave
Junction has the meaning of minus differentiation with respect to q.

The validity of this result depends on our being able to make the
passage from (14) to (15), which requires that we must restrict our-
selves to bras and kets corresponding to wave functions that satisfy
suitable boundary conditions. The conditions usually holding in
practice are that they vanish at the boundaries. (Somewhat more
general conditions will be given in the next section.) These conditions
do not limit the physical applicability of the theory, but, on the con-
trary, are usually required also on physical grounds. For example,
if ¢ is a Cartesian coordinate of a particle, its eigenvalues run from
—0 to o, and the physical requirement that the particle has zero
probability of being at infinity leads to the condition that the wave
function vanishes for ¢ = +c0.

The conjugate complex of the linear operator d/dg can be evaluated
by noting that the conjugate imaginary of d/dg. > or difdg> is
<d{/7/dg or —(Jd/dg from (16). Thus the conjugate complex of d/dq
is —d/dg, so d/dq is a pure imaginary linear operator.

To get the representative of d/dg we note that, from an application
of formula (63) of § 20,

lg"> = 8(g—q")>, (17)
so that lq"> jq (@—q" >, (18)
and hence {q' ] Iq > = dq’a(q’—-q”)' (19)

The representative of d/dq involves the derivative of the § function.
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Let us work out the commutation relation connecting d/dg with ¢.

We have
d dq¢
G == qdq¢>+¢> (20)
Since this holds for any ket z,l:), we have
' d d
chq —q ig (21)

Comparing this result with (10), we see that —i#d/dq satisfies the
same commutation relation with q that p does.

To extend the foregoing work to the case of arbitrary n, we write
the general ket as (g;...q,)> = ¢> and introduce the n linear opera-
tors 8/dq, (r = 1,...,m), which can operate on it in accordance with
the formula

o
b =30, (22)
corresponding to (11). We have
= (23)

corresponding to (12). Provided we restrict ourselves to bras and
kets corresponding to wave functions satisfying suitable boundary
conditions, these linear operators can operate also on bras, in accor-
dance with the formula o4
-

9, ag,’
corresponding to (16). Thus 9/dg, can operate to the left on the
conjugate complex of a wave function, when it has the meaning of
minus partial differentiation with respect to ¢.. We find as before
that each 0/dg, is a pure imaginary linear operator. Corresponding
to (21) we have the commutation relations
0 7

(24)

L — —— = .. 25
TR Oy (25)
We have further
o o Y _ 2 0
— > = — >, (26)
o, 3qs¢ &zr@qs aq; 3qr¢
showing that 9 9 9 9 (27)

04,995 04, 99,
Comparing (25) and (27) with (9), we see that the linear operators
—148/0q, satisfy the same commultation relations with the q’s and with
each other that the p’s do.
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It would be possible to take
p, = —i# 0[0q, (28)

without getting any inconsistency. This possibility enables us to see
that the ¢’s must form a complete commuting set of observables,
since it means that any function of the ¢’s and p’s could be taken
to be a function of the ¢’s and —i7 8/d¢’s and then could not commute
‘with all the ¢’s unless it is a function of the ¢’s only.

The equations (28) do not necessarily hold. But in any case the
quantities p,+i7% 9/dq, each commute with all the ¢’s, so each of them
is a function of the ¢’s, from Theorem 2 of § 19. Thus

Since p, and —i#i9/dq, are both real, f.(¢) must be real. For any
function f of the ¢’s we have

9 _ 0 of
éafl/o = fé‘q‘r*/‘>+5§;¢>,

showing that 52— f— f;q—r = 6%’; (30)
With the help of (29) we can now deduce the general formula
Prf—fp, = —ihi of|og,. (31)
This formula may be written in P.B. notation
[f:pr] = af/aq” ' (32)

when it is the same as in the classical theory, as follows from (1).
Multiplying (27) by (—4#)? and substituting for —if 8/d¢, and —ifi /0,
their values given by (29), we get

(pr_fr) (ps'—fs) = (ps'—fs)(pr_fr) )
which reduces, with the help of the quantum condition p, p, = p, 2,,to

Prfottrps = psfetfspn
This reduces further, with the help of (31), to

of /04, = of /g, (33)
showing that the functions f, are all of the form
fr = oF[q, (34)
with F independent of . Equation (29) now becomes
P, = —i#9]oq,+0F |og,. (35)

We have been working with a representation which is fixed to the
extent that the ¢’s must be diagonal in it, but which contains arbitrary
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phase factors. If the phase factors are changed, the operators 9/oq,
get changed. It will now be shown that, by a suitable change in the
phase factors, the function F in (35) can be made to vanish, so that
equations (28) are made to hold.

Using stars to distinguish quantities referring to the new repre-
sentation with the new phase factors, we shall have the new basic
bras connected with the previous ones by

{gi-gn*| = €7<q" -l (36)
where y" = y(¢') is a real function of the ¢"’s. The new representa-
tive of a ket is € times the old one, showing that ey>* = >, so
we get Sk — o=y (37)
as the connexion between the new standard ket and the original one.
The new linear operator (9/dg,)* satisfies, corresponding to (22),

_6_ * * % * — —iya_‘/’_
(391) # 2, =g,
with the help of (37). Using (22), this gives

() = ey = e e,

o, 2 7
showing that (i)* = e"i)’i e, (38)
aq, oq,
or, with the help of (30),
o \* 0 .0
() —ata @)
By choosing y so that F = fiy+ a constant, (40)
(35) becomes p, = —1fi(0/dg,)*. (41)

Equation (40) fixes y except for an arbitrary constant, so the repre-
sentation is fixed except for an arbitrary constant phase factor.

In this way we see that a representation can be set up in which
the ¢’s are diagonal and equations (28) hold. This representation is
a very useful one for many problems. It will be called Schrédinger’s
representation, as it was the representation in terms of which Schré-
dinger gave his original formulation of quantum mechanics in 1926.
Schrédinger’s representation exists whenever one has canonical ¢’s
and p’s, and is completely determined by these ¢’s and p’s except for
an arbitrary constant phase factor. It owes its great convenience to
its allowing one to express immediately any algebraic function of the
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¢’s and p’s of the form of a power series in the p’s as an operator of
differentiation, e.g. if eers Qs Pseees is such a function, we have
1 n: P1 P

f(Qb“':q'nﬂpl""’pn) :f(QI:"w Qns — it a/aQD”" —ifi a/a%z): (42)

provided we preserve the order of the factors in a product on substi-
tuting the —i7 9/0¢’s for the p’s.
From (23) and (28), we have

2> = 0. . (43)

Thus the standard ket in Schrédinger’s representation is characterized
by the condition that it is a simultaneous eigenket of all the momenta
belonging to the eigenvalues zero. Some properties of the basic
vectors of Schrédinger’s representation may also be noted. Equation
(22) gives '

;4,0 e e aldhegn) 9,
<91~--€ln|'5§‘r‘l’> = {g1--qnl 3—Qr> =2 o gy Gl
Hence {d, 'I—Q———a<' wl (44)
Q1Qn &qr - aq; qlqn b
b o 0 L,
so that {qa---Gnlp, = —ilt o {g1---Gnl- (45)

Similarly, equation (24) leads to

’ 4 Ny 4 a ’ ’ >

23. The momentum representation

Let us take a system with one degree of freedom, describable in
terms of a ¢ and p with the eigenvalues of ¢ running from —oo to oo,
and let us take an eigenket |p’> of p. Its representative in the Schrd-
dinger representation, <{gq'|p’), satisfies

’ ’ ’ ’ ’ . d ’ !
PP =L plp"> = —@ﬁ&?@ 12’
with the help of (45) applied to the case of one degree of freedom.
The solution of this differential equation for {¢'|p") is
g'lp"> = ¢ ¥ el (47)
where ¢’ = ¢(p’) is independent of ¢/, but may involve p'.

The representative (¢’ |p’> does not satisfy the boundary conditions
of vanishing at ¢’ = -4-co. This gives rise to some difficulty, which
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shows itself up most directly in the failure of the orthogonality
theorem. If we take a second eigenket |p”) of p with representative

' lp"> = " e R,
belonging to a different eigenvalue p”, we shall have

Pl = [ <@'la>dd <q1p"y = e [ el (48)
This integral does not converge according to the usual definition of
convergence. To bring the theory into order, we adopt a new defini-
tion of convergence of an integral whose domain extends to infinity,
analogous to the Cesaro definition of the sum of an infinite series.
With this new definition, an integral whose value to the upper limit
¢ is of the form cosag’ or sinag’, with a a real number not zero, is
counted as zero when ¢’ tends to infinity, i.e. we take the mean value
of the oscillations, and similarly for the lower limit of ¢’ tending to
minus infinity. This makes the right-hand side of (48) vanish for
p" % p’, so that the orthogonality theorem is restored. Also it makes
the right-hand sides of (13) and (14) equal when {¢ and i) are eigen-
vectors of p, so that eigenvectors of p become permissible vectors to
use with the operator d/dq. Thus the boundary conditions that the
representative of a permissible bra or ket has to satisfy become
extended to allow the representative to oscillate like cosag’ or sinag’
as ¢’ goes to infinity or minus infinity.
For p” very close to p’, the right-hand side of (48) involves a &
function. To evaluate it, we need the formula
f et dy = 2w 8(a) (49)
for real @, which may be proved as follows. The formula evidently
holds for a different from zero, as both sides are then zero. Further
we have, for any continuous function f(a),

ff(a) da fgei“ dx = ff(a) da 2a-tsinag = 27f(0) .

in the limit when g tends to infinity. A more complicated argument
shows that we get the same result if instead of the limits g and —g
we put g; and —g,, and then let g; and g, tend to infinity in different
ways (not too widely different). This shows the equivalence of both
sides of (49) as factors in an integrand, which proves the formula.
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With the help of (49), (48) becomes

(p'p"y = c'e” 2 8[(p' —p") k] = c'c" hd(p'—p")
= |2k 8(p"—p"). (50)

We have obtained an eigenket of p belonging to any real eigenvalue
p’', its representative being given by (47). Any ket |X) can be ex-
panded in terms of these eigenkets of p, since its representative
{g'|X> can be expanded in terms of the representatives (47) by
Fourier analysis. It follows that the momentum p is an observable,
in agreement with the experimental result that momenta can be
observed.

A symmetry now appears between ¢ and p. Each of them is an
observable with eigenvalues extending from —oo to co, and the
commutation relation connecting ¢ and p, equation (10), remains
invariant if we interchange ¢ and p and write —7 for 5. We have set
up a representation in which ¢ is diagonal and p = —ifid/dq. It
follows from the symmetry that we can also set up a representation
in which p is diagonal and

g = i d/dp, (51)

co?
o
w

the operator d/dp being defined by a procedure similar to that used
for d/dg. This representation will be called the momentum representa-
tton. It is less useful than the previous Schridinger representation
because, while the Schridinger representation enables one to express
as an operator of differentiation any function of ¢ and p that is a
power series in p, the momentum representation enables one so to
express any function of ¢ and p that is a power series in ¢, and the
important quantities in dynamics are almost always power series in
p but are often not power series in ¢. All the same the momentum
representation is of value for certain problems (see § 50).

Let us calculate the transformation function <¢’|p") connecting the
two representations. The basic kets |p”) of the momentum representa.-
tion are eigenkets of p and their Schrédinger representatives {¢'|p">
are given by (47) with the coefficients ¢’ suitably chosen. The phase
factors of these basic kets must be chosen so as to make (51) hold.
The easiest way to bring in this condition is to use the symmetry
between ¢ and p referred to above, according to which (¢’|p") must
go over into {p’|¢’> if we interchange ¢’ and p’ and write —3 for 7.
Now {q'|p’) is equal to the right-hand side of (47) and {p’|g’) to the
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conjugate complex expression, and hence ¢’ must be independent of
p’. Thus ¢’ is just a number ¢. Further, we must have

p'lp"> = 3(p'—p"),
which shows, on comparison with (50), that |¢| = A~*. We can choose
the arbitrary constant phase factor in either representation so as to
make ¢ = k%, and we then get

{g'lp" = h¥e®al (52)
for the transformation function. '

The foregoing work may easily be generalized to a system with

n degrees of freedom, describable in terms of n ¢’s and p’s, with the
eigenvalues of each ¢ running from —co to co. Each p will then be
an observable with eigenvalues running from —oo to o, and there
will be symmetry between the set of ¢’s and the set of p’s, the
commutation relations remaining invariant if we interchange each g,
with the corresponding p, and write —3 for v. A momentum repre-
sentation can be set up in which the p’s are diagonal and each

g, = % 0/0p,. (53)
The transformation function connecting it with the Schrodinger
representation will be given by the product of the transformation
functions for each degree of freedom separately, as is shown by
formula (67) of § 20, and will thus be
{1 9o QP21 Do P> = <Ga|PI<GD2>-{qnl P

— B2 4D+ AP @I (54)

24. Heisenberg’s principle of uncertainty
For a system with one degree of freedom, the Schrodinger and the
momentum representatives of a ket |X) are connected by

@' X = I} [ emtirihdg’ ('|X,
- . (55)
q1X> = bt [ v dp’ (p'|X).

These formulas have an elementary significance. They show that
either of the representatives is given, apart from numerical coefficients,
by the amplitudes of the Fourier components of the other.

It is interesting to apply (55) to a ket whose Schriodinger repre-
sentative consists of what is called a wave packet. This is a function
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whose value is very small everywhere outside a certain domain, of
width Ag’ say, and inside this domain is approximately periodic with
a definite frequency.t If a Fourier analysis is made of such a wave
packet, the amplitude of all the Fourier components will be small,
except those in the neighbourhood of the definite frequency. The
components whose amplitudes are not small will fill up a frequencyf
band whose width is of the order 1/A¢’, since two components whose
frequencies differ by this amount, if in phase in the middle of the
domain Aq’, will be just out of phase and interfering at the ends of
this domain. Now in the first of equations (55) the variable
(27)~1p' /% = p'[h plays the part of frequency. Thus with {g’| X} of the
form of a wave packet, the function (p’|X ), being composed of the
amplitudes of the Fourier components of the wave packet, will be
small everywhere in the p’-space outside a certain domain of width
Ap' = h/Aq'.

Let us now apply the physical interpretation of the square of the
modulus of the representative of a ket as a probability. We find that
our wave packet represents a state for which a measurement of ¢ is
almost certain to lead to a result lying in a domain of width Aq” and
a measurement of p is almost certain to lead to a result lying in a
domain of width Ap’. We may say that for this state ¢ has a definite
value with an error of order A¢’ and p has a definite value with an
error of order Ap’. The product of these two errors is

A¢'Ap’ = h. (56)
Thus the more accurately one of the variables ¢,p has a definite
value, the less accurately the other has a definite value. For a system
with several degrees of freedom, equation (56) applies to each degree
of freedom separately.

Equation (56) is known as Heisenberg’s Principle of Uncertainty.
It shows clearly the limitations in the possibility of simultaneously
assigning numerical values, for any particular state, to two non-
commuting observables, when those observables are a canonical co-
ordinate and momentum, and provides a plain illustration of how
observations in quantum mechanics may be incompatible. It also
shows how classical mechanics, which assumes that numerical values
can_be assigned simultaneously to all observables, may be a valid
approximation when kb can be considered as small enough to be

1 Frequency here means reciprocal of wave-length.
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negligible. Equation (56) holds only in the most favourable case,
which occurs when the representative of the state is of the form of a
wave packet. Other forms of representative would lead to a Ag’ and
Ap’ whose product is larger than h.

Heisenberg’s principle of uncertainty shows that, in the limit when
either ¢ or p is completely determined, the other is completely
undetermined. This result can also be obtained directly from the
transformation function <{g’[p’). According to the end of § 18,
[<q’|p">|?dq’ is proportional to the probability of ¢ having a value in
the small range from ¢’ to ¢’+dq’ for the state for which p certainly
has the value p’, and from (52) this probability is independent of ¢’
for a given dq’. Thus if p certainly has a definite value p’, all values
of g are equally probable. Similarly, if ¢ certainly has a definite value
q¢’, all values of p are equally probable.

It is evident physically that a state for which all values of g are
equally probable, or one for which all values of p are equally probable,
cannot be attained in practice, in the first case because of limitations
of size and in the second because of limitations of energy. Thus an
eigenstate of p or an eigenstate of ¢ cannot be attained in practice.
The argument at the end of § 12 already showed that such eigenstates
are unattainable, because of the infinite precision that would be
needed to set them up, and we now have another argument leading
to the same conclusion.

25. Displacement operators

We get a new insight into the meaning of some of the quantum con-
ditions by making a study of displacement operators. These appear
in the theory when we take into consideration that the scheme of
relations between states and dynamical variables given in Chapter 1T
is essentially a physical scheme, so that if certain states and dynamical
variables are connected by some relation, on our displacing them all
in a definite way (for example, displacing them all through a distance
8x in the direction of the z-axis of Cartesian coordinates), the new
states and dynamical variables would have to be connected by the
same relation.

The displacement of a state or observable is a perfectly definite
process physically. Thus to displace a state or observable through a
distance 8z in the direction of the z-axis, we should merely have to
displace all the apparatus used in preparing the state, or all the
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apparatus required to measure the observable, through the distance
8z in the direction of the z-axis, and the displaced apparatus would
define the displaced state or observable. The displacement of a
dynamical variable must be just as definite as the displacement of
an observable, because of the close mathematical connexion between
dynamical variables and observables. A displaced state or dynamical
variable is uniquely determined by the undisplaced state or dynami-
cal variable together with the direction and magnitude of the dis-
placement.

The displacement of a ket vector is not such a definite thing though.
If we take a certain ket vector, it will represent a certain state and we
may displace this state and get a perfectly definite new state, but this
new state will not determine our displaced ket, but only the direction
of our displaced ket. We help to fix our displaced ket by requiring
that it shall have the same length as the undisplaced ket, but even
then it is not completely determined, but can still be multiplied by
an arbitrary phase factor.. One would think at first sight that each
ket one displaces would have a different arbitrary phase factor,
but with the help of the following argument, we see that it must be
the same for them all. We make use of the law that superposition
relationships between states remain invariant under the displace-
ment. A superposition relationship between states is expressed
mathematically by a linear equation between the kets corresponding
to those states, for example ’

IR) = )| 4> +¢,| B, (57)
where ¢, and ¢, are numbers, and the invariance of the superposition
relationship requires that the displaced states correspond to kets

with the same linear equation between them—in our example they
would correspond to |Rd), |4d)>, |Bd) say, satisfyiig

|Rd)y = ¢,|Ady+c,| Bd>. (58)

We take these kets to be our displaced kets, rather than these kets
multiplied by arbitrary independent phase factors, which latter
kets would satisfy a linear equation with different coefficients c,, c,.
The only arbitrariness now left in the displaced kets is that of a single
arbitrary phase factor to be multiplied into all of them.

The condition that linear equations between the kets remain in-
variant under the displacement and that an equation such as (58)
holds whenever the corresponding (57) holds, means that the dis-
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placed kets are linear functions of the undisplaced kets and thus each
displaced ket | Pd) is the result of some linear operator applied to the
corresponding undisplaced ket |P). In symbols,
|Pdy = D|P), (59)
where D is a linear operator independent of | P) and depending only
on the displacement. The arbitrary phase factor by which all the
displaced kets may be multiplied results in D being undetermined
to the extent of an arbitrary numerical factor of modulus unity.
With the displacement of kets made definite in the above manner
and the displacement of bras, of course, made equally definite,
through their being the conjugate imaginaries of the kets, we can
now assert that any symbolic equation between kets, bras, and
dynamical variables must remain invariant under the displacement
of every symbol occurring in it, on account of such an equation
having some physical significance which will not get changed by the

displacement.
Take as an example the equation
QIP) =,
¢ being a number. Then we must have
{Qd|Pd) = c = {Q|P). (60)
From the conjugate imaginary of (59) with ¢ instead of P,
<Qd| = <Q|D. (61)
Hence (60) gives (Q|DD|Py = (Q|P>.
Since this holds for arbitrary {¢| and |P), we must have
DD =1, (62)

giving us a general condition which D has to satisfy.
Take as a second example the equation

v|Py = |R,
where v is any dynamical variable. Then, using v; to denote the
displaced dynamical variable, we must have

vg|Pdy = |Rd).
With the help of (59) we get
v3|Pdy = D|R) = Dv|P) = DvD-1|Pd).

Since |Pd) can be any ket, we must have

vy = DvD"1, (63)

3595.57 H
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which shows that the linear operator L determines the displacement
of dynamical variables as well as that of kets and bras. Note that
the arbitrary numerical factor of modulus unity in D does not affect
vg, and also it does not affect the validity of (62).

Let us now pass to an'infinitesimal displacement, i.e. taking the
displacement through the distance 8z in the direction of the z-aXxis,
let us make 8z — 0. From physical continuity we should expect
a displaced ket |Pd) to tend to the original |P) and we may further
expect the limit

. |Pdy—|P> .. D—1,

lim IPR—12> _ iy L

Sx-r-?o 8% Sl.’lnzlo Sz L

to exist. This requires that the limit
lim (D—1)/8z (64)
z—>0 ’

shall exist. This limit is a linear operator which we shall call the
displacement operator for the z-direction and denote by d,. The
arbitrary numerical factor e with y real which we may multiply
into D must be made to tend to unity as 8z — 0 and then introduces
an arbitrariness in d,, namely, d, may be replaced by

lim (Der—1)[8z = lim (D—1+1y)/éx = d, +1a,,

Sz—0 8z—0
where a,, is the limit of y/8z. Thus d, contains an arbitrary additive
pure imaginary number.

For 8z small D = 1+8zd,. : (65)

Substituting this into (62), we get
(14+8xd,)(1+-8xd,) = 1,
which reduces, with neglect of 822, to
Sx(d,+d,) = 0.
Thus d, is a pure imaginary linear operator. Substituting (65) into
(63) we get, with neglect of 822 again,

vg = (14+8zd )v(l1—dzd,) = vdx(d,v—v d,), (66)
showing that 8lim (vg—2)[bx = d v—vd,. (67)
z—0

We may describe any dynamical system in terms of the following
dynamical variables: the Cartesian coordinates z,y, z of the centre of
mass of the system, the components p,, p,, p, of the total momentum
of the system, which are the canonical momenta conjugate to x,y,z
respectively, and any dynamical variables needed for describing
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internal degrees of freedom of the system. If we suppose a piece
of apparatus which has been set up to measure z, to be displaced a
distance Sz in the direction of the z-axis, it will measure x—9dz, hence

x5 = rv—oz.
Comparing this with (66) for v = z, we obtain
dyz—xd, = —1. (68)

This is the quantum condition connecting d, with z. From similar
arguments we find that y,z, p,, p,, p, and the internal dynamical vari-
ables, which are unaffected by the displacement, must commute with
d,. Comparing these results with (9), we see that i%d,, satisfies just
the same quantum conditions as p,. Their difference, p,—i%d;,
commutes with all the dynamical variables and must therefore be a
number. This number, which is necessarily real since p, and i#i d, are
both real, may be made zero by a suitable choice of the arbitrary,
pure imaginary number that can be added to d,. We then have the

result p, = ikd,, (69)

or the x-component of the total momentum of the system is it times the
displacement operator d.

This is a fundamental result, which gives a new significance to
displacement operators. There is a corresponding result, of course,
also for the y and z displacement operators d, and d,. The quantum
conditions which state that p,, p, and p, commute with each other
are now seen to be connected with the fact that displacements in
different directions are commutable operations.

26. Unitary transformations
Let U be any linear operator that has a reciprocal U-! and con-
sider the equation ot = UalU-L, (70)

« being an arbitrary linear operator. This equation may be regarded
as expressing a transformation from any linear operator o to a
corresponding linear operator «*, and as such it has rather remarkable
properties. In the first place it should be noted that each «* has the
same eigenvalues as the corresponding «; since, if « is any eigenvalue
of o and |o’) is an eigenket belonging to it, we have
ala’d = o |a’)
and hence
U’y = UaU W'y = Uala’) = «'Ula),
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showing that U|«') is an eigenket of o* belonging to the same eigen-
value o, and similarly any eigenvalue of «* may be shown to be also
an eigenvalue of o. Turther, if we take several «’s that are connected
by algebraic equations and transform them all according to (70), the
corresponding o*’s will be connected by the same algebraic equations.
This result follows from the fact that the fundamental algebraic pro-
cesses of addition and multiplication are left invariant by the trans-
formation (70), as is shown by the following equations:

(g +op)* = Ul +a) U™t = U U4 Ve, Ut = of +-of,
(qog)¥ = Uy, U™t = Uy, U0y Ut = ofaf.
Let us now see what condition would be imposed on U by the

requirement that any real o transforms into a real «*. Equation

(70) may be written AU = U (71)

Taking the conjugate complex of both sides in accordance with
(8) of § 8 we find, if « and o* are both real,

Uo* = ol. (72)
Equation (71) gives us  Ua*U = UUx
and equation (72) gives us
Uu*U = oUU.
Hence UUx = oUU.
Thus UU commutes with any real linear operator and therefore also
with any linear operator whatever, since any linear operator can be
expressed as one real one plus 7 times another. Hence UU is-a
number. It is obviously real, its conjugate complex according to (5)
of § 8 being the same as itself, and further it must be a positive
number, since for any ket |P), (P|UU|P) is positive as well as
{(P|P). We can suppose it to be unity without any loss of generality
in the transformation (70). We then have

UU = 1. (73)
Equation (73) is equivalent to any of the following
U=0-1 U=U" UWW1l=1. (74)

A matrix or linear operator U that satisfies (73) and (74) is said
to be umitary and a transformation (70) with unitary U is called a
unitary transformation. A unitary transformation transforms real
linear operators into real linear operators and leaves invariant any
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algebraic equation between linear operators. It may be considered
as applying also to kets and bras, in accordance with the equations

|P*y = U|P), (P*| =<P|U=<(P|U, (75)
and then it leaves invariant any algebraic equation between linear
operators, kets, and bras. It transforms eigenvectors of « into eigen-
vectors of «*. From this one can easily deduce that it transforms an
observable into an observable and that it leaves invariant any func-
tional relation between observables based on the general definition
of a function given in § 11.

The inverse of a unitary transformation is also a unitary trans-
formation, since from (74), if U is unitary, U-! is also unitary.
Further, if two unitary transformations are applied in succession,
the result is a third unitary transformation, as may be verified in
the following way. Let the two unitary transformations be (70) and -

of = VaxV-L '
The connexion between af and « is then
af = VUU-V 1
= (VU)u(VU) (76)
from (42) of § 11. Now VU is unitary since
VOVU = U0VVU =U0U =1,
and hence (76) is a unitary transformation.

The transformation given in the preceding section from undisplaced
to displaced quantities is an example of a unitary transformation, as
is shown by equations (62), (63), corresponding to equations (73),
(70), and equations (59), (1), corresponding to equations (7 5).

In classical mechanics one can make a transformation from the
canonical coordinates and momenta ¢,, p, (r = 1,..,7) to a new set of
variables ¢f, pf (r = 1,..,n) satisfying the same P.B. relations as the
¢’s and p’s, i.e. equations (8) of § 21 with ¢*’s and p*’s replacing the
¢’sand p’s, and can express all dynamical variables in terms of the g*’s
and p*’s. The ¢*’s and p*’s are then also called canonical coordinates
and momenta and the transformation is called a contact transforma-
tion. One can easily verify that the P.B. of any two dynamical
variables w and v is correctly given by formula (1) of § 21 with ¢*’s and
p*’s instead of ¢’s and p’s, so that the P.B. relationship is invariant
under a contact transformation. This results in the new canonical
coordinates and momenta being on the same footing as the original
ones for many purposes of general dynamical theory, even though the
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new coordinates ¢¥ may not be a set of Lagrangian coordinates but
rﬁdy be functions of the Lagrangian coordinates and velocities.

It will now be shown that, for a quantum dynamical system that
has a classical analogue, unitary transformations in the quantum theory
are the analogue of contact transformations in the classical theory.
Unitary transformations are more general than contact transforma-
tions, since the former can be applied to systems in quantum
mechanics that have no classical analogue, but for those systems in
quantum mechanics which are describable in terms of canonical
coordinates and momenta, the analogy between the two kinds of
transformation holds. To establish it, we note that a unitary trans-
formation applied to the quantum variables g,, p, gives new variables -
g¥, p¥ satisfying the same P.B. relations, since the P.B. relations are
equivalent to the algebraic relations (9) of § 21 and algebraic relations
are left invariant by a unitary transformation. Conversely, any real
variables ¢, p¥ satisfying the P.B. relations for canonical coordinates
and momenta are connected with the g,, p, by a unitary transforma-
tion, as is shown by the following argument.

We use the Schrodinger representation, and write the basic ket
|93---qn> as |¢g"> for brevity. Since we are assuming that the ¢, p¥*
satisfy the P.B. relations for canonical coordinates and momenta,
we can set up a Schrodinger representation referring to them, with
the ¢* diagonal and each p¥ equal to —i%8/dg*. The basic kets in
this second Schrodinger representation will be |¢7'...¢%">, which we
write |[g*"> for brevity. Now introduce the linear operator U defined by

g*1Ulg"> = d(g*'—q'), (77)
where 8(¢*'—q’) is short for
3(q*' —q') = 8(q7" —¢1)8(qF" —2)---8(qr ' —n)- (78)

The conjugate complex of (77) is
q'1T0lg*> = 8(g*'—q'),
@0Ulg" = [ <q'1Tlg*> dg* @*'Ulg">
= [ 8(¢*' —¢) dg*' 8(¢*'—¢')

= 08(¢'—¢"),
so that UU = 1.

and hencet

+ We use the notation of a single integral sign and dg*’ to denote an integral over
all the variables ¢, ¢5’,..., g&’. This abbreviation will be used also in future work.
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Thus U is a unitary operator. We have further

g*'lgrUle"> = ¢¥'8(q*' —¢')
and {g*'|Ugq19"> = (9™ —q')g;-
The right-hand sides of these two equations are equal on account of -
the property of the § function (11) of § 15, and hence

g;U = Ug,
or qf = Uq, UL
Again, from (45) and (46),
’ ’ N a ’ ’
{g¥'|prUlg"> = — i @ =1,

! 'a N a ’ ’
g¥|Up,lg"> = zﬁ5978(q* —q').

The righf—hand sides of these two equations are obviously equal, and

hence p*U = Up,

or ¥ = Up, UL
Thus all the conditions for a unitary transformation are verified.

We get an infinitesimal unitary transformation by taking U in (70)
to differ by an infinitesimal from unity. Put

U = 1+1eF,
where ¢ is infinitesimal, so that its square can be neglected. Then
U-1=1—ief.

The unitary condition (73) or (74) requires that F shall be real. The
transformation equation (70) now takes the form

o = (141eF)a(l—teF),

which gives a¥*—a = te(Fa—aF). (79)
It may be written in P.B. notation
a¥*—a = efi[a, F]. (80)

If « is a canonical coordinate or momentum, this is formally the same
as a classical infinitesimal contact transformation.
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27. Schrédinger’s form for the equations of motion

Ovur work from § 5 onwards has all been concerned with orie instant
of time. It gave the general scheme of relations between states and
dynamical variables for a dynamical system at one instant of time.
To get a complete theory of dynamics we must consider also the
connexion between different instants of time. When one makes an
observation on the dynamical system, the state of the system gets
changed in an unpredictable way, but in between observations
causality applies, in quantum mechanics as in classical mechanics,
and the system is governed by equations of motion which make the
state at one time determine the state at a later time. These equations
of motion we now proceed to study. They will apply so long as the
dynamical system is left undisturbed by any observation or similar
process.T Their general form can be deduced from the principle of
superposition of Chapter I.

Let us consider a particular state of motion throughout the time
during which the system is left undisturbed. We shall have the state
at any time ¢ corresponding to a certain ket which depends on ¢ and
which may be written [¢). If we deal with several of these states of
motion we distinguish them by giving them labels such as 4, and we
then write the ket which corresponds to the state at time ¢ for one
of them |At). The requirement that the state at one time determines
the state at another time means that |4f,> determines |At) except
for a numerical factor. The principle of superposition applies to these
states of motion throughout the time during which the system is
undisturbed, and means that if we take a superposition relation
holding for certain states at time ¢, and giving rise to a linear equation
between the corresponding kets, e.g. the equation

| Rtg) = 1] Ato>+ca| Blo),
the same superposition relation must hold between the states of

motion throughout the time during which the system is undisturbed
and must lead to the same equation between the kets corresponding
t The preparation of a state is a process of this kind. It often takes the form of

making an observation and selecting the system when the result of the observation
turns out to be a certain pre-assigned number.
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to these states at any time ¢ (in the undisturbed time interval), i.e.
he equation Rty = ¢,] Aty +cq| BE,

provided the arbitrary numerical factors by which these kets may be
_multiplied are suitably chosen. It follows that the |Pt)’s are linear
functions of the |Pty>’s and each |Pf) is the result of some linear
operator applied to |Pt,>. In symbols
[Pty = T'|Pty), 1)
where T is a linear operator independent of I and depending only
on ¢ (and £).

We now assume that each |P¢) has the same length as the corre-
sponding |Pt,>. It is not necessarily possible to choose the arbitrary
numerical factors by which the |[Pf)’s may be multiplied so as to
make this so without destroying the linear dependence of the |Pt)’s
on the |Pt,>’s, so the new assumption is a physical one and not just
a question of notation. It involves a kind of sharpening of the
principle of superposition. The arbitrariness in |P¢) now becomes
merely a phase factor, which must be independent of P in order that
the linear dependence of the |Pt)’s on the | Pt,)’s may be preserved.
From the condition that the length of ¢, | Pt)>+¢,|Qt> equals that of
¢, | Ptoy ¢, Qty> for any complex numbers ¢,, ¢,, we can deduce that

<Q”Pt> = <Qt0|Plo>- . (2)

The connexion between the |P)’s and |Pt;)’s is formally similar
to the connexion we had in§ 25 between the displaced and undisplaced
kets, with a process of time displacement instead of the space displace-
ment of § 25. Equations (1) and (2) play the part of equations (59)
and (60) of § 25. We can develop the consequences of these equations
as in § 25 and can deduce that T contains an arbitrary numerical
factor of modulus unity and satisfies

TT =1, (3)
corresponding to (62) of § 25, so T' s unitary. We pass to the infinitesi-
mal case by making ¢ — ¢, and assume from physical continuity that
the limit

: ﬁmlPt_>—E92
1t 1—1t,

exists. This limit is just the derivative of |Pt,> with respect to .

From (1) it equals
d|Ply> . T—1
pl ikl Ay § | . 4

dt, { ey t—t, } [Pl ()
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The limit operator occurring here is, like (64) of § 25, a pure imaginary
linear operator and is undetermined to the extent of an arbitrary
additive pure imaginary number. Putting this limit operator multi-
plied by 4% equal to H, or rather H(t,) since it may depend on ¢,
equation (4) becomes, when written for a general ¢,
) M = H(t)| Pt>. (5)
di

Equation (5) gives the general law for the variation with time of
the ket corresponding to the state at any time. It is Schrodinger’s
form for the equations of motion. It involves just one real linear
operator H(t), which must be characteristic of the dynamical system
under consideration. We assume that H(t) is the total energy of
the system. There are two justifications for this assumption, (i) the
analogy with classical mechanics, which will be developed in the
next section, and (ii) we have H(t) appearing as % times an operator
of displacement in time similar to the operators of displacement in
the z, y, and z directions of § 25, so corresponding to (69) of § 25
we should have H(t) equal to the total energy, since the theory of
relativity puts energy in the same relation to time as momentum to
distance.

We assume on physical grounds that the total energy of a system
is always an observable. For an isolated system it is a constant, and
may then be written . Even when it is not a constant we shall often
write it simply H, leaving its dependence on ¢ understood. If the
energy depends on ¢, it means the system is acted on by external
forces. An action of this kind is to be distinguished from a distur-
bance caused by a process of observation, as the former is compatible
with causality and equations of motion while the latter is not.

We can get a connexion between H(t) and the T' of equation (1)
by substituting for |Pt) in (5) its value given by equation (1). This
gives
z%%? |Ptyy = H(t)T|Pt,>.

Since |Pt,> may be any ket, we have
. dT
zh—% = Ht)T. (6)

Equation (5) is very important for practical problems, where it is
usually used in conjunction with a representation. Introducing a
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representation with a complete set of commuting observables ¢
diagonal and putting {¢'|Pt) equal to (£'t), we have, passing to the
standard ket notation, |Pty = $(ét))>.

Equation (5) now becomes
ih 2 h(ED> = HED. (7

Equation (7) is known as Schradinger’s wave equation and its solutions
J(€ét) are time-dependent wave functions. Each solution corresponds to
a state of motion of the system and the square of its modulus gives °
the probability of the £’s having specified values at any time ¢. For
a system describable in terms of canonical coordinates and momenta
we may use Schrodinger’s representation and can then take H to be
an operator of differentiation in accordance with (42) of § 22.

28. Heisenberg’s form for the equations of motion

In the preceding section we set up a picture of the states of
undisturbed motion by making each of them correspond to a moving
ket, the state at any time corresponding to the ket at that time. We
shall call this the Schrédinger picture. Let us apply to our kets the
unitary transformation which makes each ket |a) go over into

la*y = T-1a). . (8)
This transformation is of the form given by (75) of § 26 with 7'~ for
U, but it depends on the time ¢ since T' depends on ¢. It is thus to be
pictured as the application of a continuous motion (consisting of
rotations and uniform deformations) to the whole ket vector space.
A ket which is originally fixed becomes a moving one, its motion being
given by (8) with |a) independent of :. Qn"‘the other hand, a ket
which is originally moving to correspond to a state of undisturbed
motion, i.e. in accordance with equation (1), becomes fixed, since on
substituting |Pt) for |a) in (8) we get |a*) independent of ¢. Thus
the transformation brings the kets corresponding to states of undisturbed
motion to rest.

The unitary transformation must be applied also to bras and linear
operators, in order that equations between the various quantities may
remain invariant. The transformation applied to bras is given by the
conjugate imaginary of (8) and applied to linear operators it is given
by (70) of § 26 with 7'-1 for U, i.e.

o¥* = T-1T. 9)
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A linear operator which is originally fixed transforms into a moving
linear operator in general. Now a dynamical variable corresponds to
a linear operator which is originally fixed (because it does not refer
to ¢ at all), so after the transformation it corresponds to a moving
linear operator. The transformation thus leads us to a new picture
of the motion, in which the states correspond to fixed vectors and
the dynamical variables to moving linear operators. We shall call
this the Heisenberg picture.

The physical condition of the dynamical system at any time
inyolves the relation of the dynamical variables to the state, and
the change of the physical condition with time may be ascribed
either to a change in the state, with the dynamical variables kept
fixed, which gives us the Schrddinger picture, or to a change in the
dynamical variables, with the state kept fixed, which gives us the
Heisenberg picture.

In the Heisenberg picture there are equations of motion for the
dynamical variables. Take a dynamical variable corresponding to
the fixed linear operator v in the Schrédinger picture. In the Heisen-
berg picture it corresponds to a moving linear operator, which we
write as v, instead of v*, to bring out its dependence on ¢, and which

is given by v = T-WT (10)
or : Tv, = oT.
Differentiating with respect to £, we get

dT |, dv, 4T
_d—t,-v‘-*_T—(Z‘: = ’UE?.

With the help of (6), this gives

HTv,—}-iﬁT‘%‘ — oHT
., dy, _
or ZﬁE? = T-WHT—T-*HTvy,
= v H—Hv, (11)
where H = T-HT. (12)
Equation (11) may be written in P.B. notation
dv
= [vt’ ‘Ht] / (13)

dt
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Equation (11) or (13) shows how any dynamical variable varies
with time in the Heisenberg picture and gives us Heisenberg’s form
for the equations of motion. These equations of motion are determined
by the one linear operator M, which is just the transform of the linear
operator H occurring in Schrédinger’s form for the equations of
motion and corresponds to the energy in the Heisenberg picture. We
shall call the dynamical variables in the Heisenberg picture, where
they vary with the time, Heisenberg dynamical variables, to distinguish
them from the fixed dynamical variables of the Schrodinger picture,
which we shall call Schrddinger dynamical variables. Each Heisenberg
dynamical variable is connected with the corresponding Schrédinger
dynamical variable by equation (10). Since this connexion is a unitary
transformation, all algebraic and functional relationships are the
same for both kinds of dynamical variable. We have 7 =1 for
t = t,, so that v,, = v and any Heisenberg dynamical variable at time
t, equals the corresponding Schrodinger dynamical variable.

Equation (13) can be compared with classical mechanics, where we
also have dynamical variables varying with the time. The equations
of motion of classical mechanics can be written in the Hamiltonian

form dg, oH  dp,  oH

F7 o, a “—E!:, (14)

where the ¢’s and p’s are a set of canonical coordinates and momenta
and H is the energy expressed as a function of them and possibly also
of t. The energy expressed in this way is called the Hamiltonian.
Equations (14) give, for v any function of the ¢’s and p’s that does
not contain the time ¢ explicitly,

io_ 5 (o oo i)
_d_tn—z oq, dt ' op, dt

_S [ H ifi}
N Z{aqr dp, op, o,
= [v,H], (15)

with the classical definition of a P.B., equation (1) of § 21. This is
of the same form as equation (13) in the quantum theory. We thus
get an analogy between the classical equations of motion in the
Hamiltonian form and the quantum equations of motion in Heisen-
berg’s form. This analogy provides a justification for the assumption
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that the linear operator H introduced in the preceding section is the
energy of the system in quantum mechanics.

In classical mechanics a dynamical system is defined mathemati-
cally when the Hamiltonian is given, i.e. when the energy is given
in terms of a set of canonical coordinates and momenta, as this is
sufficient to fix the equations of motion. In quantum mechanics a

- dynamical system is defined mathematically when the energy is
given in terms of dynamical variables whose commutation relations
are known, as this is then sufficient to fix the equations of motion,
in both Schrodinger’s and Heisenberg’s form. We need to have
either H expressed in terms of the Schrodinger dynamical variables .
or H, expressed in terms of the corresponding Heisenberg dynamical
variables, the functional relationship being, of course, the same in
both cases. We call the energy expressed in this way the Hamiltonian
of the dynamical system in quantum mechanics, to keep up the
analogy with the classical theory.

A system in' quantum mechanics always has a Hamiltonian, whether
the system is one that has a classical analogue and is describable in
terms of canonical coordinates and momenta or not. However, if the
system does have a classical analogue, its connexion with classical
mechanics is specially close and one can usually assume that the
Hamiltonian is the same function of the canonical coordinates and
momenta in the quantum theory as in the classical theory.t There
would be a difficulty in this, of course, if the classical Hamiltonian
involved a product of factors whose quantum analogues do not com-
mute, as one would not know in which order to put these factors in
the quantum Hamiltonian, but this does not happen for most of the
elementary dynamical systems whose study is important for atomic
physics. In consequence we are able also largely to use the same
language for describing dynamical systems in the quantum theory as
in the classical theory (e.g. to talk about particles with given masses
moving through given fields of force), and when given a system in
classical mechanics, can usually give a meaning to ‘the same’ system
in quantum mechanics.

Equation (13) holds for v, any function of the Heisenberg dynamical
variables not involving the time explicitly, i.e. for v any censtant

+ This assumption is found in practice to be successful only when applied with the
dynamical coordinates and momenta referring to a Cartesian system of axes and not
to more general curvilinear coordinates.
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linear operator in the Schrédinger picture. It shows that such a
function v,is constant if it commutes with Hj or if v commutes with H.
We then have = 1, =,

and we call v, or v a constant of the motion. It is necessary that v shall
commute with H at all times, which is usually possible only if H is
constant. In this case we can substitute A for v in (13) and deduce
that H, is constant, showing that H itself is then a constant of the
motion. Thus if the Hamiltonian is constant in the Schrddinger
picture, it is also constant in the Heisenberg picture.

For an isolated system, a system not acted on by any external
forces, there are always certain constants of the motion. One of these
is the total energy or Hamiltonian. Others are provided by the
displacement theory of § 25. It is evident physically that the total
energy must remain unchanged if all the dynamical variables are
displaced in a certain way, so equation (63) of § 25 must hold with
vy =v = H. Thus D commutes with H and is a constant of the
motion. Passing to the case of an infinitesimal displacement, we see
that the displacement operators d,, d,, and d, are constants of the
motion and hence, from (69) of § 25, the total momentum is a constant
of the motion. Again, the total energy must remain unchanged if all
the dynamical variables are subjected to a certain rotation. This
leads, as will be shown in § 35, to the result that the total angular
momentum is a constant of the motion. T'he laws of conservation of
energy, momentum, and angular momentum hold for an isolated system
in the Heisenberg picture in quantum mechanics, as they hold in
classical mechanics.

Two forms for the equations of motion of quantum mechanics have
now been given. Of these, the Schrédinger form is the more useful
one for practical problems, as it provides the simpler equations. The
unknowns in Schrédinger’s wave equation are the numbers which
form the representative of a ket vector, while Heisenberg’s equation
of motion for a dynamical variable, if expressed in terms of a repre-
sentation, would involve as unknowns the numbers forming the
representative of the dynamical variable. The latter are far more
numerous and therefore more difficult to evaluate than the Schro-
dinger unknowns. Heisenberg’s form for the equations of motion is
of value in providing an immediate analogy with classical mechanics
and enabling one to see how various features of classical theory, such
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as the conservation laws referred to above, are translated into quan-
tum theory.

29. Stationary states
We shall here deal with a dynamical system whose energy is con-
stant. Certain specially simple relations hold for this case. Equation
(6) can be integratedf to give ‘
T = e tHf

with the help of the initial condition that 7' = 1 for ¢ = ¢,. This
result substituted into (1) gives

| Pty = e—tH(IA| P (16)
which is the integral of Schrédinger’s equation of motion (5), and
substituted into (10) it gives

v, = iHANiye—iHAAIR (17)

which is the integral of Heisenberg’s equation of motion (11), H, being
now equal to H. Thus we have solutions of the equations of motion
in a simple form. However, these solutions are not of much practical
value, because of the difficulty involved in evaluating the operator
e~tHt-WIR ynless H is particularly simple, and for practical purposes
one usually has to fall back on Schrédinger’s wave equation.

Let us consider a state of motion such that at time ¢, it is an eigen-
state of the energy. The ket |Pi,> corresponding to it at this time
must be an eigenket of H. If H' is the eigenvalue to which it belongs,

equa:tion (16) gives lPt> — e_iH'(‘_£°)/ﬁIPto>,

showing that |Pt) differs from [Pt,> only by a phase factor. Thus
the state always remains an eigenstate of the energy, and further, it
does not vary with the time at all, since the direction of the ket | Pt)
does not vary with the time. Such a state is called a stationary state.
The probability for any particular result of an observation on it is
independent of the time when the observation is made. From our
assumption that the energy is an observable, there are sufficient
stationary states for an arbitrary state to be dependent on them.

The time-dependent wave function y)(£f) representing a stationary
state of energy H' will vary with time according to the law

P(Et) = o(§)eH R, (18)

t The integration can be carried out as though H were an ordinary algebraic
variable instead of a linear operator, because there is no quantity that does not
commute with H in the work.
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and Schrédinger’s wave equation (7) for it reduces to

H'oy = Hijg). (19)
This equation merely asserts that the state represented by i, is an
eigenstate-of H. We call a function i, satisfying (19) an eigenfunction
of H, belonging to the eigenvalue H'.

In the Heisenberg picture the stationary states correspond to fixed
eigenvectors of the energy. We can set up a representation in which
all the basic vectors are eigenvectors of the energy and so correspond
to stationary states in the Heisenberg picture. We call such a repre-
sentation a Heisenberg representation. The first form of quantum
mechanics, discovered by Heisenberg in 1925, was in terms of a
represeutation of this kind. The energy is diagonal in the representa-
tion. Any other diagonal dynamical variable must commute with the
energy and is therefore a constant of the motion. The problem of
setting up a Heisenberg representation thus reduces to the problem
of finding a complete set of commuting observables, each of which
is a constant of the motion, and then making these observables
diagonal. The energy must be a function of these observables, from
Theorem 2 of § 19. It is sometimes convenient to take the energy
itself as one of them.

Let « denote the complete set of commuting observables in a
Heisenberg representation, so that the basic vectors are written {(«’|,
|«"y. The energy is a function of these observables «, say H = H ().
From (17) we get

o' ooy = (o |eiBU-tolyg—iHU—toIR |5
— UH-HN-I (o [y]a", (20)

where H' = H(o/) and H” = H(«"). The factor {a’|v|«") on the right-
hand side here is independent of ¢, being an element of the matrix
representing the fixed linear operator v. Formula (20) shows how the
Heisenberg matrix elements of any Heisenberg dynamical variable
vary with time, and it makes v, satisfy the equation of motion (11),
as is easily verified. The variation given by (20) is simply periodic
with the frequency

|H'—H"||2nti = |H'—H"|[h, (21)
depending only on the energy difference of the two stationary states
to which the matrix element refers. This result is closely connected

with the Combination Law of Spectroscopy and Bohr’s Frequency
3595.57 I
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Condition, according to which (21) is the frequency of the electro-
magnetic radiation emitted or absorbed when the system makes a
transition under the influence of radiation between the stationary
states o' and o', the eigenvalues of H being Bohr’s energy levels.
These matters will be dealt with in § 45.

30. The free particle

The most fundamental and elementary application of quantum
mechanics is to the system consisting merely of a free particle, or
particle not acted on by any forces. For dealing with it we use as
dynamical variables the three Cartesian coordinates x, ¥, z and their
conjugate momenta p,, p,, »,. The Hamiltonian is equal to the
kinetic energy of the particle, namely

H = (st rite?) (22)
according to Newtonian mechanics, m being the mass. This formula
is valid only if the velocity of the particle is small compared with c,
the velocity of light. For a rapidly moving particle, such as we often
have to deal with in atomic theory, (22) must be replaced by the
relativistic formula

H = c(m?c+pi+pj+pi) (23)
For small values of p,, p,, and p, (23) goes over into (22), except for
the constant term mc? which corresponds to the rest-energy of the
particle in the theory of relativity and which has no influence on the
equations of motion. Formulas (22) and (23) can be taken over
directly into the quantum theory, the square root in (23) being now
understood as the positive square root defined at the end of § 11.
The constant term mc? by which (23) differs from (22) for small values
of p,, p,, and p, can still have no physical effects, since the Hamil-
tonian in the quantum theory, as introduced in § 27, is undefined to
the extent of an arbitrary additive real constant.

We shall here work with the more accurate formula (23). We shall
first solve the Heisenberg equations of motion. From the quantum
conditions (9) of § 21, p, commutes with p, and p,, and hence, from
Theorem 1 of § 19 extended to a set of commuting observables, p,
commutes with any function of p,, p,, and p, and therefore with H.
It follows that p, is a constant of the motion. Similarly p, and p, are
constants of the motion. These results are the same as in the classical
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theory. Again, the equation of motion for a coordinate, x, say, is,
according to (11),
dzx

7 = acm*e+pi+pj+pd)t —c(m2c24-p2+pi+pd)ia;.

The right-hand side here can be evaluated by means of formula
(31) of § 22 with the roles of coordinates and momenta interchanged,

g, = i

so that it reads q.f—fq, = it 3fjop., (24)
f now being any function of the p’s. This gives
2,
8y = 5 clmicp2+pitpE)t = L.
Do H
] . (25)

Similarly, m:%%, 4:%?
The magnitude of the velocity is

v = (@+yi+2) = (pi+py+pi)HH. (26)

Equations (25) and (26) are just the same as in the classical theory.
Let us consider a state that is an eigenstate of the momenta,
belonging to the eigenvalues p;, p,, p;. This state must be an eigen-
state of the Hamiltonian, belonging to the eigenvalue
H' = o(m**+p*+p,"+p) (27)
and must therefore be a stationary state. The possible values for H'
are all numbers from mc? to co, as in the classical theory. The wave
function (xyz) representing this state at any time in Schrodinger’s
representation must satisfy
Dbyl = podlays)y = —n Py,
with similar equations for p, and p,. These equations show that
Y(zyz) is of the form ’

P(xyz) = i@z +p Y +P;AR, (28)
where a is independent of , y, and z. From (18) we see now that the
time-dependent wave function y(zyzt) is of the form

b(zyzt) = a, ¥,z +p, Y+p 2—H O (29)
where a, is independent of z, y, z, and ¢.

The function (29) of , y, 2, and ¢ describes plane waves in space-
time. We see from this example the suitability of the terms ‘wave
function’ and ‘wave equation’. The frequency of the waves is

v = H'[h, (30)
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their wavelength is
A = hf(pP+p 4P = b P, (31)

P’ being the length of the vector (p;,;,;), and their motion is in
the direction specified by the vector (pg, p,, p;) With the velocity

o = H'|P' = ¢, ' (32)

v’ being the velocity of the particle corresponding to the momentum
(pg, Dy P3) s given by formula (26). Equations (30), (31), and (32)
are easily seen to hold in all Lorentz frames of reference, the expres-
sion on the right-hand side of (29) being, in fact, relativistically
invariant with p7,p,,p; and H' as the components of a 4-vector.
These properties of relativistic invariance led de Broglie, before the
discovery of quantum mechanics, to postulate the existence of waves
of the form (29) associated with the motion of any particle. They
are therefore known as de Broglie waves.

In the limiting case when the mass m is made to tend to zero, the
classical velocity of the particle v bécomes equal to ¢ and hence, from
(32), the wave velocity also becomes ¢. The waves are then like the
light-waves associated with a photon, with the difference that they
contain no reference to the polarization and involve a complex ex-
ponential instead of sines and cosines. Formulas (30) and (31) are
still valid, connecting the frequency of the light-waves with the
energy of the photon and the wavelength of the light-waves with
the momentum of the photon.

For the state represented by (29), the probability of the particle
being found in any specified small volume when an observation of its
position is made is independent of where the volume is. This provides
an example of Heisenberg’s principle of uncertainty, the state being
one for which the momentum is accurately given and for which, in
consequence, the position is completely unknown. Such a state is,
of course, a limiting case which never occurs in practice. The states
usually met with in practice are those represented by wave packets,
which may be formed by superposing a number of waves of the type
(29) belonging to slightly different values of (py, p,, p;), as discussed
in § 24. The ordinary formula in hydrodynamics for the velocity of
such a wave packet, i.e. the group velocity of the waves, is

dv

aam (33)
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which gives, from (30) and (31)
al’ _ d oo pay PP,
EI—)—,—cd—P—,(mc—}—P)_—_v. (34)
This is just the velocity-of the particle. The wave packet moves in

the same direction and with the same velocity as the particle moves
in classical mechanics.

31. The motion of wave packets

The result just deduced for a free particle is an example of a general
principle. For any dynamical system with a classical analogue, a state
for which the classical description is valid as an approximation is
represented in quantum mechanics by a wave packet, all the co-
ordinates and momenta having approximate numerical values, whose
accuracy is limited by Heisenberg’s principle of uncertainty. Now
Schrédinger’s wave equation fixes how such a wave packet varies with
time, so in order that the classical description may remain valid, the
wave packet should remain a wave packet and should move according
to the laws of classical dynamics. We shall verify that this is so.

We take a dynamical system having a classical analogue and let
its Hamiltonian be H(g,, p,) (r = 1, 2,...,n). The corresponding classi-
cal dynamical system will have as Hamiltonian H,(q,, p,) say, obtained
by putting ordinary algebraic variables for the ¢, and p, in H(g,,p,)
and making # — 0 if it occurs in H(g,, p,). The classical Hamiltonian
H, is, of course, a real function of its variables. It is usually a
quadratic function of the momenta p,, but not always so, the
relativistic theory of a free particle being an example where it is not.
The following argument is valid for 4, any algebraic function of the p’s.

We suppose that the time-dependent wave function in Schro-
dinger’s representation is of the form

higt) = A5, (35)
where A and S are real functions of the ¢’s and ¢ which do not vary
very rapidly with their arguments. The wave function is then of the

form of waves, with 4 and S determining the amplitude and phase
respectively. Schrodinger’s wave equation (7) gives

ifi 2 Aeihy = H(g,,p,) 4o
or {iﬁ % —4 %‘f—’}) = e~ SIH(q,,p,)AeiSIy, (36)
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Now e-8/ is evidently a unitary linear operator and may be used for
U in equation (70) of § 26 to give us a unitary transformation. The
¢’s remain unchanged by this transformation, each p, goes over into

,e_islﬁpr eiSIh — P+ 38’/391,.,
with the help of (31) of § 22, and H goes over into
e~SIH (q,, p,)eiS = H(g,,p,+8/8q,),

since algebraic relations are preserved by the transformation. Thus
(36) becomes

(1% -2 - (q,,p,+ S)A> (37)

Let us now suppose that £ can be counted as small and let us neglect
terms involving # in (37). This involves neglecting the p,’s that occur
in H in (37), since each p, is equivalent to the operator —# 9/ag,
operating on the functions of the ¢’s to the right of it. The surviving

terms give 28 28
ot - ¢ r:@

r

(38)

This is a differential equation which the phase function S has to
satisfy. The equation is determined by the classical Hamiltonian
function H, and is known as the Hamalton-Jacobi equation in classical
dynamics. It allows S to be real and so shows that the assumption
of the wave form (35) does not lead to an inconsistency.

To obtain an equation for 4, we must retain the terms in (37)
which are linear in # and see what they give. A direct evaluation of
these terms is rather awkward in the case of a general function H,
and we can get the result we require more easily by first multiplying
both sides of (37) by the bra vector {Af, where f is an arbitrary real
function of the ¢’s. This gives

BA o
cffing—a%h = <ah(g. 0.+ 20>,
The conjugate complex equation is
. 04
caf{—inSg —a%) = can(g,p+ 21>

Subtracting and dividing out by %, we obtain
04 0
(410 — <Al 8 g p+2) ] 4. (39)
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We now have to evaluate the P.B.

[f, H(g,, p,+08/og,)].
Our assumption that # can be counted as small enables us to expand
H(q,,p,+08/dg,) as a power series in the p’s. The terms of zero degree
will contribute nothing to the P.B. The terms of the first degree in
the p’s give a contribution to the P.B. which can be evaluated most
easily with the help of the classical formula (1) of § 21 (this formula
being valid also in the quantum theory if » is independent of the p’s
and v is linear in the p’s). The amount of this contribution is
o [515[ (qr,gr_)]
s g ops p,=as/aq,’
the notation meaning that we must substitute 8S5/2q, for each p, in
the function [ ] of the ¢’s and p’s, so as to obtain a function of the ¢’s
only. The terms of higher degree in the p’s give contributions to the
P.B. which vanish when % - 0. Thus (39) becomes, with neglect of
terms involving #i, which is equivalent to the neglect of A2 in (37),

of [0H,(g,, p
> — < [ ”mnLrr ] .
z o 0ps p-=0Slog,

Now if a(g) and b(q) are any two functions of the ¢’s, formula
(64)oI3208lves  (atgbig)y = [ alg)dg’ blg),

(40)

and so <a<q>9’a’;—9’)> - —<a‘;—g’)b(q>>, (41)

provided a(g) and b(q) satisfy suitable boundary conditions, as dis-
cussed in §§ 22 and 23. Hence (40) may be written

SE R A PO o B e

Since this holds for an arbitrary real function f, we must have

042 P oH/(q,, p )] } _ y
ol _ N9 Az[_c__r_r_ . 49
at Z aqs{ aps p,=08Sleq, ( )

This is the equation for the amplitude A of the wave function. To
get an understanding of its significance, let us suppose we have a fluid
moving in the space of the variables ¢, the density of the fluid at any
point and time being A? and its velocity being

dqs _ [8Hc(q,,pr)

. (43)
dt 3_’[’3 ] 0,=05/9q,
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Equation (42) is then just the equation of conservation for such a
fluid. The motion of the fluid is determined by the function S
satisfying (38), there being one possible motion for each solution
of (38).

For a given 8§, let us take a solution of (42) for which at some
definite time the density A% vanishes everywhere outside a certain
small region. We may suppose this region to move with the fluid,
its velocity at each point being given by (43), and then the equation
of conservation (42) will require the density always to vanish outside
the region. There is a limit to how small the region may be, imposed
by the approximation we made in neglecting #% in (39). This approxi-
mation is valid only provided

0 o8
fia—q;A < —A,

aq,
104 128
or Z5g};<%8—q,.’

which requires that 4 shall vary by an appreciable fraction of itself
only through a range of the ¢’s in which S varies by many times #,
i.e. a range consisting of many wavelengths of the wave function (35).
Our solution is then a wave packet of the type discussed in § 24 and
remains so for all time.

We thus get a wave function representing a state of motion for
which the coordinates and momenta have approximate numerical
values throughout all time. Such a state of motion in quantum
theory corresponds to the states with which classical theory deals.
The motion of our wave packet is determined by equations (38) and
(43). From these we get, defining p, as a8/og,,

dp, _ 408 _ 28 | 5 @8 dg,
dt ~ dtog, azags Z 09, 09, dt
_ *S  oH,(g,,,)
B ( )+Zau8qs op,,
— ch(Qr:_pr) (44)
oqs ’

where in the last line the p’s are counted as independent of the ¢’s
before the partial differentiation. Equations (43) and (44) are just
the classical equations of motion in Hamiltonian form and show that
the wave packet moves according to the laws of classical mechanics.
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We see in this way how the classical equations of motion are derivable
from the quantum theory as a limiting case.

.By a more accurate solution of the wave equation one can show
that the accuracy with which the coordinates and momenta simul-
taneously have numerical values cannot remain permanently as
favourable as the limit allowed by Heisenberg’s principle of un-
certainty, equation (56) of § 24, but if it is initially so it will become
less favourable, the wave packet undergoing a spreading.t

32. The action principlef

Equation (10) shows that the Heisenberg dynamical variables at
time ¢, v, are connected with their values at time ¢,, v,, or », by a
unitary transformation. The Heisenberg variables at time ¢35t are
connected with their values at time ¢ by an infinitesimal unitary
transformation, as is shown by the equation of motion (11) or (13),
which gives the connexion between v,,5 and v, of the form of (79) or
(80) of § 26 with H, for F and 3t/# for e. The variation with time of
the Heisenberg dynamical variables may thus be looked upon as the
continuous unfolding of a unitary transformation. In classical
mechanics the dynamical variables at time ¢+68¢ are connected with
their values at time ¢ by an infinitesimal contact transformation and
the whole motion may be looked upon as the continuous unfolding of a
contact transformation. We have here the mathematical foundation
of the analogy between the classical and quantum equations of
motion, and can develop it to bring out the quantum analogue of all
the main features of the classical theory of dynamics.

Suppose we have a representation in which the complete set of
commuting observables ¢ are diagonal, so that a basic bra is (¢'|.
We can introduce a second representation in which the basic bras are

€ =T ' (45)
The new basic bras depend on the time ¢ and give us a moving
representation, like a moving system of axes in an ordinary vector
space. Comparing (45) with the conjugate imaginary of (8), we see
that the new basic vectors are just the transforms in the Heisenberg
picture of the original basic vectors in the Schrodinger picture, and
hence they must be connected with the Heisenberg dynamical

1 See Kennard, Z. f. Physik, 44 (1927), 344 ; Darwin, Proc. Roy. Soc. A, 117 (1927),
258.
1 This section may be omitted by the student who is not specially concerned with

higher dynamics.
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variables v, in the same way in which the original basic vectors are
connected with the Schrodinger dynamical variables v. In particular,
each (¢'*| must be an eigenvector of the s belonging to the eigen-
values ¢. It may therefore be written (|, with the understanding
that the numbers &; are the same eigenvalues of the &’s that the ¢’s
are of the &’s. From (45) we get

K&GlE> = <E'ITIE, (46)
showing that the transformation function is just the representative
of T in the original representation.

Diﬁ'erentiabing (45) with respect to ¢ and using (6), we get

zﬁ <§t{ = h(E 1 = (¢'|HT = <&\ H,

with the help of (12). Mult‘iplying on the right by any ket |a)
independent of ¢, we get

i Gilad = CEiBlay = [ <EIBIED dg Gl (4D)

if we take for definiteness the case of continuous eigenvalues for the
&s. Now equation (5), written in terms of representatives, reads

d ’ ’ " " "
i 3, 1P = [ @ HIEY 3 1P, (45)

Since <¢i|H,|é;> is the same function of the variables & and & that
CE'|HI|E™ is of €' and €7, equations (47) and (48) are of precisely the
same form, with the variables &, & in (47) playing the role of the
variables ¢’ and £ in (48) and the function (£ja) playing the role
of the function <(¢'|Pt). We can thus look upon (47) as a form of
Schrédinger’s wave equation, with the function (¢;]a) of the variables
&; as the wave function. In this way Schrédinger’s wave equation
appears in o new light, as the condition on the representative, in the
moving representation with the Heisenberg variables ¢, diagonal, of the
fized ket corresponding to a state tn the Heisenberg picture. The function
(£tlay owes its variation with time to its left factor <&/, in contra-
distinction to the function (¢'|Pt), which owes its variation with time
to its right factor | Pt).
If we put |a) = |7 in (47), we get

<§t15"> — f CEHENS A CETIETS, (49)
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showing that the transformation function (&;|¢")> satisfies Schro-
dinger’s wave equation. Now & = £, so we must have

(nl€"> = 8(&,—¢"), (50)
the & function here being understood as the product of a number of
factors, one for each &-variable, such as occurs for the variables
£yi1eer &, on the right-hand side of equation (34) of § 16. Thus the
transformation function {£;|€”) is that solution of Schrodinger’s wave
equation for which the £’s certainly have the values ¢ at time ¢,
The square of its modulus, |(&;|£") |3, is the relative probability of the
£’s having the values ¢; at time ¢ > ¢, if they certainly have the values
¢ at time t,, We may write (&|€") as <(&|&;,> and consider it as
depending on ¢, as well as on ¢£. To get its dependence on ¢, we take
the conjugate complex of equation (49), interchange ¢ and £, and also
interchange single primes and double primes. This gives

—it g ey = [ <EE> e ELIRLIED. (51)
0

The foregoing discussion of the transformation function <{£|¢" is
valid with the {’s any complete set of commuting observables. The
equations were written down for the case of the £’s having continuous
eigenvalues, but they would still be valid if any of the ¢’s have
discrete eigenvalues, provided the necessary formal changes are made
in them. Let us now take a dynamical system having a classical
analogue and let us take the £’s to be the coordinates g. Put

gilg") = &SIt (52)
and so define the function S of the variables ¢;, ¢". This function also
depends explicitly on ¢. (52) is & solution of Schrddinger’s wave
equation and, if # can be counted as small, it can be handled in the
same way as (35) was. The § of (52) differs from the § of (35) on
account of there being no 4 in (52), which makes the § of (52) com-
plex, but the real part of this S equals the S of (35) and its pure
imaginary part is of the order #. Thus, in the limit # - 0, the § of
(52) will equal that of (35) and will therefore satisfy, corresponding

to (38), —88/at = H,(qy,ph)» (53)
where L = 08/eq., (54)

and H, is the Hamiltonian of the classical analogue of our quantum
dynamical system. But (52) is also a solution of (51) with ¢’s for £’s,
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which is the conjugate complex of Schrédinger’s wave equation in the
variables ¢” or ¢ . This causes S to satisfy alsof
oS/oty = H(gz 1y), (35)
where py = —oS/og,. (56)
The solution of the Hamilton-Jacobi equations (53), (55) is the
action function of classical mechanics for the time interval ¢, to ¢,
i.e. it is the time integral of the Lagrangian I,

¢
S=| L) dt. (57)
t'o[ )

Thus the S defined by (52) is the guantum analogue of the classical action
function and equals it in the limit  — 0. To get the quantum analogue
of the classical Lagrangian, we pass to the case of an infinitesimal ‘
time interval by putting ¢ = t,+8¢ and we then have {g; ,5|4,> as the
analogue of et For the sake of the analogy, one should consider
L(t,) as a function of the coordinates ¢’ at time ¢,+38¢ and the co-
ordinates ¢” at time f,, rather than as a function of the coordinates
and velocities at time ¢,, as one usually does.

The principle of least action in classical mechanics says that the
action function (57) remains stationary for small variations of the tra-
jectory of the system which do not alter the end points, i.e. for small
variations of the ¢’s at all intermediate times between £, and ¢ with g,
and ¢, fixed. Let us see what it corresponds to in the quantum theory.

ty
Put exp{if L(t) dt/ﬁ} = exp{iS(ty, t,) [} = B(ty,t,), (58)
ty

so that B(t,,t,) corresponds to (g;,|g;,> in the quantum theory. (We
here allow ¢; and g;, to denote different eigenvalues of g, and g,,, to
save having to introduce a large number of primes into the analysis.)
Now suppose the time interval ¢, — ¢ to be divided up into a large
number of small time intervals £, — &), £, = fo,.ee, bpeg = by b = 1, DY
the introduction of a sequence of intermediate times ¢,, t,,..., f,,. Then

B(t, to) = B(t’ tm)B(tms tm—l)"'B(tz’tl)B(tlrtO)' (59)
The corresponding quantum equation, which follows from the pro-
perty of basic vectors (35) of § 16, is
CATOE [ B AT R GV Y: ATV AL
(60)

t For a more accurate comparison of transformation functions with classical
theory, see Van Vleck, Proc. Nat. Acad. 14, 178.
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¢, being written for ¢;, for brevity. At first sight there does not seem
to be any close correspondence between (59) and (60). We must,
however, analyse the meaning of (59) rather more carefully. We must
regard each factor B as a function of the ¢’s at the two ends of the
time interval to which it refers. This makes the right-hand side of
(59) a function, not only of g, and g, but also of all the intermediate
¢’s. Equation (59) is valid only when we substitute for the inter-
mediate ¢’s in its right-hand side their values for the real trajectory,
small variations in which values leave S stationary and therefore also,
from (58), leave B(t,?,) stationary. It is the process of substituting
these values for the intermediate ¢’s which corresponds to the inte-
grations over all values for the intermediate ¢”’s in (60). The quantum
analogue of the action principle is thus absorbed in the composition
law (60) and the classical requirement that the values of the inter-
mediate ¢’s shall make § stationary corresponds to the condition
in quantum mechanics that all values of the intermediate ¢’’s
are important in proportion to their contribution to the integral
in (60).

Let us see how (59) can be a limiting case of (60) for # small. We
must suppose the integrand in (60) to be of the form eiF/% where F is
a function of g¢g, ¢1,¢z,---» @m, g Which remains continuous as % tends
to zero, so that the integrand is a rapidly oscillating function when
fi is small. The integral of such a rapidly oscillating function will be
extremely small, except for the contribution arising from a region in
the domain of integration where comparatively large variations in
the ¢y, produce only very small variations in #. Such a region must
be the neighbourhood of a point where F is stationary for small varia-
tions of the g;. Thus the integral in (60) is determined essentially by
the value of the integrand at a point where the integrand is stationary
for small variations of the intermediate ¢'’s, and so (60) goes over
into (59).

Equations (54) and (56) express that the variables g, p; are con-
nected with the variables ¢”, p” by a contact transformation and are
one of the standard forms of writing the equations of a contact trans-
formation. There is an analogous form for writing the equations of a
unitary transformation in quantum mechanics. We get from (52), with
the help of (45) of § 22,

’ " . a g aS(QQ, q”) w4
{Glpald"> = —iti—Lglg"> = —=522 . 61
9:|Pnlq o, gslq o {g;lg"> (61)
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Similarly, with the help of (46) of § 22,

’ " N 8 ! " aS ’} g ! "
Gilprla’> = i g’ = ———%q—)@th >. (62)
From the general definition of functions of commuting observables,
h 4 " ! a ’ ”
e nave <@ifa9(@)le"> = flada(a")gila">, . (89)

where f(q,) and g(g) are functions of the ¢,’s and ¢’s respectively. Let
((g,,q) be any function of the g’s and ¢’s consisting of a sum or
integral of terms each of the form f(g,)9(q), so that all the ¢/s in &
occur to the left of all the ¢’s. Such a function we call well ordered.
Applying (63) to each of the terms in G and adding or integrating,

t ’ ” 4 " N
b (@ilGan D" = Glgia")gila"-
Now let us suppose each p,, and p, can be expressed as a well-ordered
function of the g,’s and ¢’s and write these functions p,(g;,9), p.(» 9)-
Putting these functions for @, we get
{@|Pnld"> = Prl9t: ')<9119">s

<gtlp,la"> = P91, 9")<q1g"-
Comparing these equations with (61) and (62) respectively, we see

that ,
poony aS(qhq”) oA"Y 8S(q;!a q")
299") = g, P9,9") = ol
This means that
= aS(Qh Q), ), = — S(Qts Q)’ (64)

a%’t aQr
provided the right-hand sides of (64) are written as well-ordered
functions.

These equations are of the same form as (54) and (56), but refer to
the non-commuting quantum variables g;, ¢ instead of the ordinary
algebraic variables ¢;,¢". They show how the conditions for a unitary
transformation between quantum variables are analogous to the condi-
tions for a contact transformation between classical variables. The
analogy is not complete, however, because the classical § must be real
and there is no simple condition corresponding to this for the S of (64).

33. The Gibbs ensemble

In our work up to the present we have been assuming all along that
our dynamical system at each instant of time is in a definite state,
that is to say, its motion is specified as completely and accurately as
is possible without conflicting with the general principles of the theory
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In the classical theory this would mean, of course, that all the coordi-
nates and momenta have specified values. Now we may be interested
in a motion which is specified to a lesser extent than this maximum
possible. The present section will be devoted to the methods to be
used in such a case.

The procedure in classical mechanics is to introduce what is called
a Gibbs ensemble, the idea of which is as follows. We consider all the
dynamical coordinates and momenta as Cartesian coordinates in a
certain space, the phase space, whose number of dimensions is twice
the number of degrees of freedom of the system. Any state of the
system can then be represented by a point in this space. This point
will move according to the classical equations of motion (14). Sup-
pose, now, that we are not given that the system is in a definite state
at any time, but only that it is in one or other of a number of possible
states according to a definite probability law. We should then be
able to represent it by a fluid in the phase space, the mass of fluid in
any volume of the phase space being the total probability of the
system being in any state whose representative point lies in that
volume. Each particle of the fluid will be moving according to the
equations of motion (14). If we introduce the density p of the fluid
at any point, equal to the probability per unit volume of phase space
of the system being in the neighbourhood of the corresponding state,
we shall have the equation of conservation

op _ o( dg,\ , o[ dp,
== 2lal@) )

- -Slala)-=(2)

= —[p,H]. (65)
This may be considered as the equation of motion for the fluid, since
it determines the density p for all time if p is given initially as a
function of the ¢’s and p’s. It is, apart from the minus sign, of the
same form as the ordinary equation of motion (15) for a dynamical

variable.
The requirement that the total probability of the system being in
any state shall be unity gives us a normalizing condition for p

ff pdgdp =1, (66)

the integration being over the whole of phase space and the single
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differential dg or dp being written to denote the product of all the
dq’s or dp’s. If B denotes any function of the dynamical variables,
the average value of 8 will be

[[ 8o dadp. (67)
It makes only a trivial alteration in the theory, but often facilitates

discussion, if we work with a density p differing from the above one
by a positive constant factor, k£ say, so that we have instead of (66)

Updgdp=k.

With this density we can picture the fluid as representing a number
k of similar dynamical systems, all following through their motions
independently in the same place, without any mutual disturbance or
interaction. The density at any point would then be the probable or
average number of systems in the neighbourhood of any state per unit
volume of phase space, and expression (67) would give the average
total value of B for all the systems. Such a set of dynamical systems,
which is the ensemble introduced by Gibbs, is usually not realizable
in practice, except as a rough approximation, but it forms all the
same a useful theoretical abstraction.

We shall now see that there exists a corresponding density p
in quantum mechanics, having properties analogous to the above.
It was first introduced by von Neumann. Its existence is rather
surprising in view of the fact that phase space has no meaning in
quantum mechanics, there being no possibility of assigning numerical
values simultaneously to the ¢’s and p’s.

We consider a dynamical system which is at a certain time in one
or other of a number of possible states according to some given
probability law. These states may be either a discrete set or a con-
tinuous range, or both together. We shall here take for definiteness
the case of a discrete set and suppose them labelled by a parameter m.
Let the normalized ket vectors corresponding to them be |m) and let
the probability of the system being in the mth state be P,,. We then
define the quantum density p by

p =3 Im>Bym] (68)

Let p’ be any eigenvalue of p and |p’) an eigenket belonging to this
eigenvalue. Then .

S imyP,{m|p"> = plp’> = p'|p">

m
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so that >Lp'ImYP,(mlp" >y = p'{p’|p" )
m
or 2 Bal<m|p">1* = p’<p’lp"-
m

Now P, being a probability, can never be negative. It follows that
p’ cannot be negative. Thus p has no negative eigenvalues, in analogy
with the fact that the classical density p is never negative.

Let us now obtain the equation of motion for our quantum p. In
Schrédinger’s picture the kets and bras in (68) will vary with the time
in accordance with Schrodinger’s equation (5) and the conjugate
imaginary of this equation, while the F,,’s will remain constant, since
the system, so long as it is left undisturbed, cannot change over from
a state corresponding to one ket satisfying Schrédinger’s equation to
a state corresponding to another. We thus have

. dp _ . [dlm) d{m|

= 3 {Hm)Bulom| — m) By m| H}

= Hp—pH. (69)

This is the quantum analogue of the classical equation of motion
(65). Our quantum p, like the classical one, is determined for all time
if it is given initially.

From the assumption of § 12, the average value of any observable
B when the system is in the state m is ¢m|B|m)>. Hence if the system
is distributed over the various states m according to the probability
law P, the average value of B will be > P, (m|B|m). If we introduce

m

a reﬁresentation with a discrete set of basic ket vectors |£') say, this
equals

%Pm<7nlf'><§'(ﬁlm> = fZ K¢ |BimyB,(m|E"
= fE &'1Bpié") = zz ElpBlE>,  (70)

the last step being easily verified with the law of matrix multiplica-

tion, equation (44) of § 17. The expressions (70) are the analogue of

the expression (67) of the classical theory. Whereas in the classical

theory we have to multiply 8 by p and take the integral of the

product over all phase space, in the quantum theory we have to

multiply B by p, with the factors in either order, and take the
3595.57 K
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diagonal sum of the product in a representation. If the representa-
tion involves a continuous range of basic vectors |£"), we get instead

f (70
o) [ <&1Bele> de = [ & 1oBle'> de )

so that we must carry through a process of ‘integrating along the
diagonal’ instead of summing the diagonal elements. We shall define
(71) to be the diagonal sum of Bp in the continuous case. It can easily
be verified, from the properties of transformation functions (56) of
§ 18, that the diagonal sum is the same for all representations.

From the condition that the |m)’s are normalized we get, with
discrete £'’s

g E'lplE"> =§Z E'myP(m|§"y = 3 B, =1, (72)

since the total probability of the system being in any state is unity.
This is the analogue of equation (66). The probability of the system
being in the state £’, or the probability of the observables & which
are diagonal in the representation having the values ¢, is, according
to the rule for interpreting representatives of kets (51) of § 18,

% [<€'[m>2P, = <&'|pl¢", (73)

which gives us a meaning for each term in the sum on the left-hand
side of (72). For continuous £"s, the right-hand side of (73) gives the
probability of the £’s having values in the neighbourhood of ¢’ per
unit range of variation of the values &'.

As in the classical theory, we may take a density equal to & timez
the above p and consider it as representing a Gibbs ensemble of %
similar dynamical systems, between which there is no mutual dis-
turbance or interaction. We shall then have & on the right-hand side
of (72), and (70) or (71) will give the total average B for all the
members of the ensemble, while (73) will give the total probability
of a member of the ensemble having values for its £’s equal to &
or in the neighbourhood of ¢’ per unit range of variation of the
values £'.

An important application of the Gibbs ensemble is to a dynamical
system in thermodynamic equilibrium with its surroundings at a
given temperature 7. Gibbs showed that such a system is repre-
sented in classical mechanics by the density

p = ce~HIKT, (74)
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H being the Hamiltonian, which is now independent of the time, k
being Boltzmann’s constant, and ¢ being a number chosen to make
the normalizing condition (66) hold. This formula may be taken over
unchanged into the quantum theory. At high temperatures, (74)
becomes p = ¢, which gives, on being substituted into the right-hand
side of (73), ¢{¢’|¢'Y = ¢ in the case of discrete {’s. This shows that
at high temperatures all discrete states are equally probable.



VI
ELEMENTARY APPLICATIONS

34. The harmonic oscillator

A stvPLE and interesting example of a dynamical system in quantum
mechanics is the harmonic oscillator. This example is of importance
for general theory, because it forms a corner-stone in the theory of
radiation. The dynamical variables needed for describing the system
are just one coordinate ¢ and its conjugate momentum p. The
Hamiltonian in classical mechanics is

1
H = o (p*+m*'g?), 1)

where m is the mass of the oscillating particle and w is 27 times the
frequency. We assume the same Hamiltonian in quantum mechanics.
This Hamiltonian, together with the quantum condition (10) of § 22,
define the system completely.
The Heisenberg equations of motion are
(jt = [Qtr H] = pt/m,
B = [p, H] = —mwq,.
It is convenient to introduce the dimensionless complex dynamical
variable n = (2mAiw)H(p-+imeq). (3)

The equations of motion (2) give

(2)

7 = (2miiw) H—mw’qt+iwp) = iwr,.
This equation can be integrated to give i
= o€, (4)
where 7, is a linear operator independent of ¢, and is equal to the
value of 7, at time ¢ = 0. The above equations are all as in the
classical theory.
We can express ¢ and p in terms of 5 and its conjugate complex 7
and may thus work entirely in terms of » and 7. We have
o = (2m)-Hp+imewg) (p—imeq)
= (2m) " p?+mPw’g®+imw(gp—pq))
= H—}fiw (5)
and similarly fiwin = H+Hiw. ()
Thus m—n7 = L (7)
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Equation (5) or (6) gives H in terms of » and 7 and (7) gives the
commutation relation connecting 4 and 7. From (5)

fwiny = 7H—fiwq

and from (6) fwing = Hi+ Yo,
s FH—H7 = fio. (8)
Also, (7) leads to At —nr = nynl ©)

for any positive integer n, as may be verified by induction, since, by
multiplying (9) by n on the left, we can deduce (9) with n4-1 for n.
Let H' be an eigenvalue of H and |H’) an eigenket belonging to it.
From (5)
ol H' || H'> = (H'|H— Y| H'> = (H'—Yie)H' |H'>.
Now (H'|n7|H’) is the square of the length of the ket 7|H">, and

hence CH' |n7|H'Y = 0,
the case of equality occurring only if 7|H’) = 0. Also (H'|H') > 0.
Thus H > Yo, (10)

the case of equality occurring only if 7|H"> = 0. From the form (1)
of H as a sum of squares, we should expect its eigenvalues to be all
positive or zero (since the average value of H for any state must be
positive or zero). We now have the more stringent condition (10).
From (8)

H7|H"> = (7H—foq)|H") = (H' —fiw)q|H'. (11)
Now if H' # 1%w, 4|H’') is not zero and is then according to (11) an
eigenket of H belonging to the eigenvalue H'—fw. Thus, with H'
any eigenvalue of H not equal to %w, H'—#w is another eigenvalue
of H. We can repeat the argument and infer that, if H'—#w # }fiw,
H’'—2%w is another eigenvalue of H. Continuing in this way, we
obtain the series of eigenvalues H', H' —#w, H' —2fiw, H'—3kw,...,
which cannot extend to infinity, because then it would contain eigen-
values contradicting (10), and can terminate only with the value }#iw.
Again, from the conjugate complex of equation (8) '

Hu|H'y = (nH+om)|[H'Y = (H'+hiw)n|H',
showing that H'-+#w is another eigenvalue of H,,with n|H") as an
eigenket belonging to it, unless n|H’> = 0. The latter alternative
can be ruled out, since it would lead to

0 = FwinlH'y = (H+3hw)|H'> = (H'+Hiw) | H',
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which contradicts (10). Thus H'+7%w is always another eigenvalue
of H, and so are H'+2fiw, H'4 3fiw and so on. Hence the eigenvalues
of H are the series of numbers

o, (e, e, o, ... (12)
extending to infinity. These are the possible energy values for the
harmonic oscillator. :

Let |0> be an eigenket of H belonging to the lowest eigenvalue
1
iw, so that 705 = 0, (13)

and form the sequence of kets

10>, 7l0>,  7%0%,  7%l0), ... (14)
These kets are all eigenkets of H, belonging to the sequence of eigen-
values (12) respectively. From (9) and (13)
10> = ny-1/0) (15)
for any non-negative integer n. Thus the set of kets (14) is such that
n or 77 applied to any one of the set gives a ket dependent on the set.
Now all the dynamical variables in our problem are expressible in terms
of n and 7, so the kets (14) must form a complete set (otherwise there
would be some more dynamical variables). There is just one of these
kets for each eigenvalue (12) of H, so H by itself forms a complete
commuting set of observables. The kets (14) correspond to the various
stationary states of the oscillator. The stationary state with energy
(n+%)fiw, corresponding to n™|0), is called the nth quantum state.
The square of the length of the ket |0} is

0[7"9™0) = n0]7™1n"-1|0)

with the help of (15). By induction, we find that
Ol ™[0 = n! (16)
provided |0} is normalized. Thus the kets (14) multiplied by the
coefficients n!-* with n = 0,1, 2,..., respectively form the basic kets

of a representation, namely the representation with H diagonal. Any
ket |z) can be expanded in the form

|@=§%wm, T

where the z,’s are numbers. In this way the ket |x) is put into
correspondence with a power series > z, %" in the variable 7, the
various terms in the power series corresponding to the various
stationary states. If |z) is normalized, it defines a state for which
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the probability of the oscillator being in the nth quantum state,
i.e. the probability of H having the value (n+44)fiw, is

), = nl|z,|% (18)
as follows from the same argument which led to (51) of § 18.

We may consider the ket |0 as a standard ket and the power series
in 7 as a wave function, since any ket can be expressed as such a
wave function multiplied into this standard ket. We get a kind of
wave function differing from the usual kind, introduced by equations
(62) of § 20, in that it is a function of the complex dynamical variable
7 instead of observables. It was first introduced by V. Fock, so we
shall call the representation Fock’s representation. It is for many
purposes the most convenient representation for describing states of
the harmonic oscillator. The standard ket |0) satisfies the condition
(13), which replaces the conditions (43) of § 22 for the standard ket
in Schrédinger’s representation.

Let us introduce Schrodinger’s representation with ¢ diagonal and
obtain the representatives of the stationary states. From (13) and (3)

(p—imwq)|0> = 0,

S0 {q' | p—imwq|0) = 0.
With the help of (45) of § 22, this gives
a ’ ! !
ﬁa—q,<q 0> +mawq'{q’|0) = 0. (19)
The solution of this differential equation is
(q'10) = (mo[nfi)te=med i, (20)

the numerical coefficient being chosen so as to make |0) normalized.
We have here the representative of the normal state, as the state of
lowest energy is called. The representatives of the other stationary
states can be obtained from it. We have from (3)

gm0y = (2miiw)2(q"|(p+imwq)"|0)

- <2mﬁw>-n/%n(—ﬁjq,+qu')"<q'|o>

_ i'n(2mﬁw)'"l2(mw/ﬂﬁ)*(—ﬁ Z,_me‘q:)"e“qu'al‘zh. (21)

0
This may easily be worked out for small values of n. The result is of
the form of e—m«¢”2% times a pcer series of degree n in ¢’. A further
factor n!—* must be inserted in (21) to get the normalized representa-
tive of the nth quantum state. The phase factor i» may be discarded.
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35. Angular momentum

Let us consider a particle described by the three Cartesian coordi-
nates z, y, z and their conjugate momenta p,, p,, p,. Its angular
momentum about the origin is defined as in the classical theory, by

My = YP;—2Py My = 2y—EP, My = EPy—YPy  (22)
or by the vector equation '
m = XXp.
We must evaluate the P.B.s of the angular momentum components
with the dynamical variables z, p,, etc., and with each other. This
we can do most conveniently with the help of the laws (4) and (5) of
§ 21, thus
[m., 2] = [2py—ypa 2] = —y[psr 2] = ¥,

[mzv ?/] = [xpy_ypz’ y] = x[pw y] = —,

[m’m Z] = [xpy—ypz’ z] =0, (24)
and similarly,

(23)

[m'zspa:] = DPy> [mz’py] = —Pz (25)
[m,,p.] = 0, (26)
with corresponding relations for m, and m,. Again
{mwmz] = [zpz—xpz, mz] = z[pz:mz]_[x’mz}pz
= —zpy+ypz = m:z;’

(27)
[mz>ma:] = My, [mz’ my] = M,

These results are all the same as in the classical theory. The sign in
the results (23), (25), and (27) may easily be remembered from the
rule that the + sign occurs when the three dynamical variables, con-
sisting of the two in the P.B. on the left-hand side'and the one
forming the result on the right, are in the cyclic order (zyz) and the
— sign occurs otherwise. Equations (27) may be put in the vector

form mxm = éim. (28)

Now suppose we have several particles with angular momenta
m,;, m,,.... Bach of these angular momentum vectors will satisfy
f)

(28), thus m, xm, = #fm,
and any one of them will commute with any other, so that

m Xmg+mxm, =0 (rs).
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Hence if M = > m, is the total angular momentum,
MXxM = m,Xm; =3 m,Xm,+ > (m,xX m}+m,xm,)
rs r r<s
=iy m, = AM. (29)
r

This result is of the same form as (28), so that the components of the
total angular momentum M of any number of particles satisfy the
same commutation relations as those of the angular momentum of
a single particle.

Let 4,, 4,, A, denote the three coordinates of any one of the
particles, or else the three components of momentum of one of
the particles. The 4’s will commute with the angular momenta of
the other particles, and hence from (23), (24), (25), and (26)

[Ju-z’ Az] = Ay’ []wz' Az/] = —Aa:’ [‘waAz] = 0. (30)

If B, B, B, are a second set of three quantities denoting the
coordinates or momentum components of one of the particles, they
will satisfy similar relations to (30). We shall then have J

[‘ZM-Z’ ‘A$ Bm+Ay BU+AZ BZ]
= (M, A;1B,+A[ DL, B+ [, 4,]B,+4,[M, B,]
— A,B,+A,B,—A,B,—A,B,
= 0.

Thus the scalar product 4, B,+A4, B,+A4, B, commutes with M,
and similarly with M, and M,. Introduce the vector product

AxB=2C
or
4,B,—-4,B,=0C,, A,B,—A,B,=C, A,B,—A,B, =C,.
We have [M,C)]= —A4,B+A4,B,=0C,

and similarly ~ [M,C,] = —C,, [M,C]=0.

These equations are again of the form (30), with C for A. We can
conclude from this work that equations of the form (30) hold for the
three components of any vector that we can construct from our
dynamical variables, and that any scalar commutes with M.

We can introduce linear operators R referring to rotations about
the origin in the same way in which we introduced the linear operators
D in § 25 referring to displacements. Taking a rotation through an
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angle 8¢ about the z-axis and making 8¢ infinitesimal, we can obtain
the limit operator corresponding to (64) of § 25,

lim (R—1)/84,
895210( )/

which we shall call the rotation operator about the z-axis and denote
by 7,. Like the displacement operators, 7, is a pure imaginary linear
operator and is undetermined to the extent of an arbitrary additive
pure imaginary number. Corresponding to (66) of § 25, the change
in any dynamical variable v caused by a rotation through a small
angle 3¢ about the z-axis is ‘

Sp(r,v—or,), (31)
to the first order in 8¢. Now the changes produced in the three
components A4,, 4,, 4, of a vector by a (right-handed) rotation ¢
about the z-axis applied to all measuring apparatus are ¢4,
—38¢A,, and 0 respectively, and any scalar quantity is unchanged by
the rotation. Equating these changes to (31), we find that

r,A,—A,r,= 4, r,4,—4,7,= —4
r,A,—A,r, =0,

and 7, commutes with any scalar. Comparing these results with (30),
we see that ifir, satisfies the same commutation relations as M.
Their difference, M,—i#r,, commutes with all the dynamical variables
and must therefore be a number. This number, which is necessarily
real since M, and ifir, are real, may be made zero by a suitable choice
of the arbitrary pure imaginary number that can be added to r,. We
then have the result M, = itr,. (32)

Similar equations hold for M, and M. They are the analogues of (69)
of §25. Thus the total angular momentum is connected with the rota-
tion operators as the total momentum is connected with the displacement
operators. This conclusion is valid for any point as origin.

The above argument applies to the angular momentum arising
from the motion of particles, defined by (22) for each particle. There
is another kind of angular momentum occurring in atomic theory,
spin angular momentum. The former kind of angular momentum will
be called orbital angular momentum, to distinguish it. The spin angu-
lar momentum of a particle should be pictured as due to some internal
motion of the particle, so that it is associated with different degrees
of freedom from those describing the motion of the particle as a whole,

x’
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and hence the dynamical variables that describe the spin must com-
mute with z, y, 2, p,, p,, and p,. The spin does not correspond very
closely to anything in classical mechanics, so the method of classical
analogy is not suitable for studying it. However, we can build up a
theory of the spin simply from the assumption that the components
of the spin angular momentum are connected with the rotation opera-
tors in the same way as we had above for orbital angular momentum,
i.e. equation (32) holds with M, as the z component of the spin angular
momentum of a particle and 7, as the rotation operator about the
z-axis referring to states of spin of that particle. With this assump-
tion, the commutation relations connecting the components of the
spin angular momentum M with any vector A referring to the spin
must be of the standard form (30), and hence, taking A to be the
spin angular momentum itself, we have equation (29) holding also
for the spin. We now have (29) holding quite generally, for any sum
of spin and orbital angular momenta, and also (30) will hold generally,
for M the total spin and orbital angular momentum and A any vector
dynamical variable, and the connexion between angular momentum
and rotation operators will be always valid.

As an immediate consequence of this connexion, we can deduce the
law of conservation of angular momentum. For an isolated system, the
Hamiltonian must be unchanged by any rotation about the origin, in
other words it must be a scalar, so it must commute with the angular
momentum about the origin. Thus the angular momentum is a
constant of the motion. For this argument the origin may be any
point. :

As a second immediate consequence, we can deduce that a state
with zero total angular momentum is spherically symmetrical. The state
will correspond to a ket |S), say, satisfying

M,|Sy = M,|S) = M,|S) = 0,
and hence 7|8 = 1,18 = 1,|8) = 0.

This shows that the ket |S) is unaltered by infinitesimal rotations,
and it must therefore be unaltered by finite rotations, since the latter
can be built up from infinitesimal ones. Thus the state is spherically
symmetrical. The converse theorem, a spherically symmetrical state
has zero total angular momentum, is also true, though its proof is not
quite so simple. A spherically symmetrical state corresponds to a ket
|8y whose direction is unaltered by any rotation. Thus the change
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in |8} produced by a rotation operator r,, r,, or r, must be a numerical
multiple of |S), say
|8 =¢l8), S =1¢)|8), |8 =c,lS),
where the ¢’s are numbers. This gives
Mz]S> = iﬁczls>: My|S> = iﬁcylS>;

M,|S) = ific,|S). (33)
These equations are not consistent with the commutation relations
(29) for M,, M,, M, unless c, = ¢, = ¢, = 0, in which case the state
has zero total angular momentum. We have in (33) an example of
a ket which is simultaneously an eigenket of the three non-commuting

linear operators M,, M,, M, and this is possible only if all three
eigenvalues are zero.

36. Properties of angular momentum

There are some general properties of angular momentum, deducible
simply from the commutation relations between the three compo-
nents. These properties must hold equally for spin and orbital angular
momentum. Let m,, m,, m, be the three components of an angular
momentum, and introduce the quantity S defined by

B = mi4-mZ4-m2.
Since B is a scalar it must commute with m,, m,, and m,. Let us
suppose we have a dynamical system for which m,, m,, m, are the
only dynamical variables. Then B commutes with everything and
must be a number. We can study this dynamical system on much
the same lines as we used for the harmonic oscillator in § 34.

Put My—1im,, = 7.
From the commutation relations (27) we get

) = (my+im,)(m,—im,) = mi-+mi—i(m,m,—m, m,)

= B—m2-him, (34)
and similarly 17 = B—mi—Fm,. (35)
Thus nm—nn = 2fim,. (36)
Also m, n—nm, = ihm,—fim, = —fin. (37)

We assume that the components of an angular momentum are
observables and thus m, has eigenvalues. Let m, be one of them,
and |m_) an eigenket belonging to it. From (34)

{mylim|me) = <mg|B—mE+fim,|myy = (B—myg2-Fimg)mg|my).
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The left-hand side here is the square of the length of the ket 7lm.»
and is thus greater than or equal to zero, the case of equality occur-
ring if and only if n|m_;> = 0. Hence

B—m2-+Tim, > 0,

or B+ > (ml—h)2. (38)
Thus B+1#2 > 0.
Defining the number & by

b = (B3} = (m2-m3md+372), (39)

so that £ > —1#, the inequality (38) becomes
k-3 > [l — 34|
or k+# =m, > —£F. (40)
An equality occurs if and only if yjm.> = 0. Similarly from (35)
(m|nijlmiy = (B—m2—Timl) L mL,
showing that B—m2—fim, > 0
or k>=m, > —k—4#,
with an equality occurring if and only if 7|m.> = 0. This result
combined with (40) shows that £ > 0 and
with m, = k if f|lm;> = 0 and m, = —k if 9|m.) = 0.
From (37)

myn|my = (qm,—%n)|m;y = (m;—Hh)n|m.).
Now if m, #%= —k, n|m.) is not zero and is then an eigenket of m,
belonging to the eigenvalue m,—7#. Similarly, if m,—# % —k, m,— 2%
is another eigenvalue of m,, and so on. We get in this way a series
of eigenvalues m,, m;—#, m,—2f,..., which must terminate from (41),
and can terminate only with the value —k. Again, from the conjugate
complex of equation (37)

m,qlmgy = (fm+fiq)m.y = (m,+%)q|ms),
showing that m,-+7 is another eigenvalue of m, unless 7|m.> = 0, in
which case m, = k. Continuing in this way we get a series of eigen-
values m,, m,+#%,m,+2#,..., which must terminate from (41), and
can terminate only with the value k. We can conclude that 2% is an
integral multiple of # and that the eigenvalues of m, are

k, k—F, k—2F, ..., —k+F, —k. (42)
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The eigenvalues of m, and m,, are the same, from symmetry. These
eigenvalues are all integral or half odd integral multiples of 7%, accord-
ing to whether 2k is an even or odd multiple of 7.

Let |max) be an eigenket of m, belonging to the maximum eigen-

value %, so that 7jlmaxy = 0, (43)

and form the sequence of kets
|max), =x|max), n?lmax), .., %M max). (44)

These kets are all eigenkets of m,, belonging to the sequence of eigen-
values (42) respectively. The set of kets (44) is such that the operator
n applied to any one of them gives a ket dependent on the set (1
applied to the last gives zero), and from (36) and (43) one sees
that 7 applied to any one of the set also gives a ket dependent on the
set. All the dynamical variables for the system we are now dealing
with are expressible in terms of 7 and 7, so the set of kets (44) is a
complete set. There is just one of these kets for each eigenvalue (42)
of m,, so m, by itself forms a complete commuting set of observables.

It is convenient to define the magnitude of the angular momentum
vector m to be k, given by (39), rather than g%, because the possible

values for k are 0, 1, #, 3, 2%, ..., (45)

extending to infinity, while the possible values for B* are a more
complicated set of numbers.

For a dynamical system involving other dynamical variables besides
mg, m,,, and m,, there may be variables that do not commute with B.
Then B is no longer a number, but a general linear operator. This
happens for any orbital angular momentum (22), as z, y, 2, P, Py, and

p, do not commute with 8. We shall assume that g is always an
observable, and k can then be defined by (39) with the positive square
root function and is also an observable. We shall call & so defined
the magnitude of the angular momentum vector m in the general
case. The above analysis by which we obtained the eigenvalues of
m,, is still valid if we replace |m;> by a simultaneous eigenket |k'm;)
of the commuting observables k and m,, and leads to the result that
the possible eigenvalues for k are the numbers (45), and for each
eigenvalue k&’ of k the eigenvalues of m, are the numbers (42) with £’
substituted for k. We have here an example of a phenomenon which
we have not met with previously, namely that with two commuting
observables, the eigenvalues of one depend on what eigenvalue we
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assign to the other. This phenomenon may be understood as the two
observables being not altogether independent, but partially functions
of one another. The number of independent simultaneous eigenkets
of k and m, belonging to the eigenvalues k" and m, must be indepen-
dent of m,, since for each independent [k'm.> we can obtain an
independent |k'm,), for any m] in the sequence (42), by multiplying
|&'m,y by a suitable power of 5 or 7.

As an example let us consider a dynamical system with two angular
momenta m,; and m,, which commute with one another. If there are
no other dynamical variables, then all the dynamical variables com-
mute with the magnitudes k; and k, of m; and m,, so &, and k, are
numbers. However, the magnitude K of the resultant angular
momentum M = m,-+m, is not a number (it does not commute
with the components of m; and m,) and it is interesting to work out
the eigenvalues of K. This can be done most simply by a method
of counting independent kets. There is one independent simultaneous
eigenket of m,, and m,, belonging to any eigenvalue m;, having one of
the values k,, k,—%, k,—2#,..., —k, and any eigenvalue my, having one
of the values k,, ky—7%, k,—2%,..., —ks,, and this ket is an eigenket
of M, belonging to the eigenvalue M, = my,+my;,. The possible
values of M} are thus ky-+ky, ky+ko—7, ky+ko—2%,...,—k;—k,, and
the number of times each of them occurs is given by the following
scheme (if we assume for definiteness that &, > k,),

Ty -y, By -Foy— i, Foy -t oy — 2., oy — gy Ty — iy —Fi ..

1 2 3 .. 2+l 2,41 (46)
ey oy, — oy Fog— Ty, — ey — ey
2yt 1 %y .. 1

Now each eigenvalue K’ of K will be associated with the eigenvalues
K' K'—#,K'—2#,..., —K' for M,, with the same number of indepen-
dent simultaneous eigenkets of K and M, for each of them. The total
number of independent eigenkets of M, belonging to any eigenvalue
M, must be the same, whether we take them to be simultaneous
eigenkets of m,, and m,, or simultaneous eigenkets of K and M, i.e.
it is always given by the scheme (46). It follows that the eigenvalues
for K are

ki ko kytko—7, kit+k,—2f, ..., ki—k, (47)

and that for each of these eigenvalues for K and an eigenvalue for
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M, going with it there is just one independent simultaneous eigenket
of K and M,.

The effect of rotations on eigenkets of angular momentum variables
should be noted. Take any eigenket |M,> of the z component of total
angular momentum for any dynamical system, and apply to it & small
rotation through an angle 8¢ about the z-axis. It will change into

(14-8¢r,) | M) = (1—idPM /)| M)
with the help of (32). This equals
(1—38p M 7)| MLy = e~ DM ML)

to the first order in 8¢. Thus | M, gets multiplied by the numerical
factor e-#¢MJh By applying a succession of these small rotations, we
find that the application of a finite rotation through an angle ¢ about
the z-axis causes | M) to get multiplied by e-#¢M/%, Putting ¢ = 2m,
we find that an application of one revolution about the z-axis leaves
| M.> unchanged if the eigenvalue M, is an integral multiple of % and
causes | M) to change sign if M is half an odd integral multiple of #.
Now consider an eigenket |K’) of the magnitude K of the total angu-
lar momentum. If the eigenvalue K’ is an integral multiple of %, the
possible eigenvalues of M, are all integral multiples of 7 and the applica-
tion of one revolution about the z-axis must leave |K') unchanged.
Conversely, if K’ is half an odd integral multiple of i, the possible eigen-
values of M, are all half odd integral multiples of # and the revolution
must change the sign of |[K’). From symmetry, the application of a
revolution about any other axis must have the same effect on |[K')
as one about the z-axis. We thus get the general result, the application
of one revolution about any axis leaves a ket unchanged or changes 1ts
sign according to whether it belongs to eigenvalues of the magnitude of
the total angular momentum which are integral or half odd integral
multiples of . A state, of course, is always unaffected by the revolu-
tion, since a state is unaffected by a change of sign of the ket corre-
sponding to it.

For a dynamical system involving only orbital angular momenta,
a ket must be unchanged by a revolution about an axis, since we can
set up Schrédinger’s representation, with the coordinates of all the
particles diagonal, and the Schrédinger representative of a ket will
get brought back to its original value by the revolution. It follows
that the eigenvalues of the magnitude of an orbital angular momentum
are always integral multiples of #i. The eigenvalues of a component
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of an orbital angular momentum are also always integral multiples
of #. For a spin angular momentum, Schrédinger’s representation
does not exist and both kinds of eigenvalue are possible.

37. The spin of the electron

Electrons, and also some of the other fundamental particles (pro-
tons, neutrons) have a spin whose magnitude is 7. This is found
from experimental evidence, and also there are theoretical reasons
showing that this spin value is more elementary than any other, even
spin zero (see Chapter XI). The study of this particular spin is there-
fore of special importance.

For dealing with an angular momentum m whose magnitude is 37,
it is convenient to put m = . (48)

The components of the vector ¢ then satisfy, from (27),

0,0,—0,0, = 2ig,
0,0,— 0,0, = 27,01,, (49)
0, 0,—0,0, = 210,.

The eigenvalues of m, are 1% and —3%, so the eigenvalues of o, are 1
and —1, and o2 has just the one eigenvalue 1. It follows that ¢f must
equal 1, and similarly for ¢% and o2, i.e.

o2 = o2 = o3 = L. (50)
We can get equations (49) and (50) into a simpler form by means of
some straightforward non-commutative algebra. From (50)

o2o,—0,05 =0
or o,(o,0,—0,0,)+(0,0,—0,0,)0, = 0
or 0,0,+0,0, =0
with the help of the first of equations (49). Thismeansc, 0, = —0, 0.

Two dynamical variables or linear operators like these which satisfy
the commutative law of multiplication except for a minus sign will
be said to anticommute. Thus o, anticommutes with o,. From sym-
metry each of the three dynamical variables o,, o,, o, must anti-
commute with any other. Equations (49) may now be written

0,0, = 10, = —0,0,,
0,0, = 10, = —0, 0, (51)
0,0, = 10, = —0, 0y,
and also from (50 0,0,0, = t. 52
xrrYy Tz

3695.57 L
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Equations (50), (51), (52) are the fundamental equations satisfied by
the spin variables ¢ describing a spin whose magnitude is 7.

Let us set up a matrix representation for the o’s and let us take o,
to be diagonal. If there are no other independent dynamical variables
besides the m’s or ¢’s in our dynamical system, then o, by itself forms
a complete set of commuting observables, since the form of equations
(50) and (51) is such that we cannot construct out of o, o, and o,
any new dynamical variable that commutes with o,. The diagonal

elements of the matrix representing o, being the eigenvalues 1 and
—1 of ¢,, the matrix itself will be

1 0
(0 —1)'
Let o, be represented by (al az)-
Az G4
This matrix must be Hermitian, so that e, and a, must be real and
a, and ay conjugate complex numbers. The equation ¢,0, = —o, 0,

gives us
ay Bo)\ _ _ (1 —O
—a; —a as —a,)

so that a; = a, = 0. Hence o, is represented by a matrix of the form

0 a,

a; 0/
The equation 02 = 1 now shows that a,a, = 1. Thus a, and a,, being
conjugate complex numbers, must be of the form e‘® and e~ re-

spectively, where « is a real number, so that o, is represented by a
matrix of the form ( 0 e“‘)

e~ic 0/
Similarly it may be shown that o, is also represented by a matrix of
this form. By suitably choosing the phase factors in the representa-

tion, which is not completely determined by the condition that o,
shall be diagonal, we can arrange that o, shall be represented by the

matrix 0 1
1 0/

y is then determined by the equation

= to,0,. We thus obtain finally the three matrices

O @)

The representative of o

Oy
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to represent o, o,, and o, respectively, which matrices satisfy all the
algebraic relations (49), (50), (51), (52). The component of the vector
o in an arbitrary direction specified by the direction cosines I, m, n,
namely lo,+ma,+no,, is represented by
n I—im
(H—im —n ) (54)
The representative of a ket vector will consist of just two numbers,
corresponding to the two values +1 and —1 for o,. These two num-
bers form a function of the variable o, whose domain consists of only
the two points +1 and —1. The state for which o, has the value unity
will be represented by the function, f (o}) say, consisting of the pair
of numbers 1, 0 and that for which o, has the value —1 will be
represented by the function, fg(o;) say, consisting of the pair 0, 1.
Any function of the variable o}, i.e. any pair of numbers, can be
expressed as a linear combination of these two. Thus any state can
be obtatned by superposition of the two states for which o, equals +1 and
—1 respectively. For example, the state for which the component of
o in the direction I, m, n, represented hy (54), has the value +1 is
represented by the pair of numbers a, b which satisfy

(o 20 =)

or na+(l—im)b = a,
(I+im)a—nb = b.
a l—im 14n

Thus = Ton = I’

This state can be regarded as a superposition of the two states for
which o, equals 41 and —1, the relative weights in the superposition
process being as
@|?: 62 = |l—im|?: (1—n)? = 1+n:1—n. (55)
For the complete description of an electron (or other elementary
particle with spin %) we require the spin dynamical variables o,
whose connexion with the spin angular momentum is given by (48),
together with the Cartesian coordinates z, y, z and momenta p_, p,,
p,. The spin dynamical variables commute with these coordinates
and momenta. Thus a complete set of commuting observables for a
system consisting of a single electron will be 2, y, 2, ¢,. In a repre-
sentation in which these are diagonal, the representative of any state
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will be a function of four variables z’, ', 2, o,. Since o}, has a domain
consisting of only two points, namely 1 and —1, this function of four
variables is the same as two functions of three variables, namely the
two functions

@y, =&y 2+, &Yl =<y, 2, —1]). (56)
Thus the presence of the spin may be considered either as introducing a

new variable into the representative of a state or as giving this representa-
tive two components.

38. Motion in a central field of force

An atom consists of a massive positively charged nucleus together
with a number of electrons moving round, under the influence of the
attractive force of the nucleus and their own mutual repulsions. An
exact treatment of this dynamical system is a very difficult mathe-
matical problem. One can, however, gain some insight into the main
features of the system by making the rough approximation of regard-
ing each electron as moving independently in a certain central field
of force, namely that of the nucleus, assumed fixed, together with
some kind of average of the forces due to the other electrons. Thus
our present problem of the motion of a particle in a central field of
force forms a corner-stone in the theory of the atom.

Let the Cartesian coordinates of the particle, referred to a system
of axes with the centre of force as origin, be z, y, z and the corre-
sponding components of momentum p,, p,, »,. The Hamiltonian,
with neglect of relativistic mechanics, will be of the form

H = 1/2m.(pz+p}+p:)+V, (87)
where V, the potential energy, is a function only of (#2+y2+2%). To

develop the theory it is convenient to introduce polar dynamical
variables. We introduce first the radius 7, defined as the positive

square root r = (224y2+22)h

Its eigenvalues go from 0 to co. If we evaluate its P.B.s with p,, p,,
and p,, we obtain, with the help of formula (32) of § 22, -

or =z
rpl=g =% [el=% [el=

2z
— ~
s s s

the same as in the classical theory. We introduce also the dynamical
variable p, defined by

Pr = r_l(xpx+ypy+zpz)' (58
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Its P.B. with r is given by
rlr.p.] = [r.7p,] = [1, 2P, +ypy+-2p5]

= a[r, p,]+ylr, pyl+2[r, p.]
= z.x/rt+y.y/r+z.zfr =1
Hence ‘ [r,p.] =1
or rp,—P, T = if.

The commutation relation between r and p, is just the one for a
canonical coordinate and momentum, namely equation (10) of § 22.
This makes p, like the momentum conjugate to the » coordinate, but
it is not exactly equal to this momentum because it is not real, its
conjugate complex being

pr = (sz‘l“loyy‘f‘pzz)’”"l = (xpx—}—ypy_*_zpz"giﬁ)r_l
= (rp,—3h)r—t = p,—fhir-t.  (59)
Thus p,—#ir~! is real and is the true momentum conjugate to r.
The angular momentum m of the particle about the origin is given
by (22) and its magnitude k is given by (39). Since r and p, are
scalars, they commute with m, and therefore also with k.
We can express the Hamiltonian in terms of 7, p,, and k. We have,

if 3 denotes a sum over cyclic permutations of the suffixes z, y, 2,
xyz

k(k+#) = Zmz E (xp,—Yyrs)?
= Z Py TPy YD YD — TPy YPg— YD TDy)

= Z (P53 +Y*P5— 2P Py Y— YDy Po T+ Py —TP P T—
— 2fixp,)

= (22 +y2+2) (2Pl +pd)—

' —(¥pe+ypy+2p.) De T +py y+p, 2+ 27)
= r¥p2+p3+pi)—rp, (D, r+2ih)
= r¥(pi+p3+pi)—rpr.

from (59). Hence
H =i(lpgr+k(k:ﬁ)) +7. (60)

2m\r

This form for H is such that ¥ commutes not only with H, as is
necessary since k is a constant of the motion, but also with every
dynamical variable occurring in H, namely 7, p,, and V, which is a
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function of 7. In consequence, a simple treatment becomes possible,
namely, we may consider an eigenstate of k belonging to an eigen-
value &’ and then we can substitute &’ for k in (60) and get a problem
in one degree of freedom r.

Let us introduce Schrédinger’s representation with z, y, z diagonal.
Then p,, p,, P, are equal to the operators —if 8/dx, —ifi 8/dy, —ifi 9/oz
respectively. A state is represented by a wave function ys(zyzt) satis-
fying Schrddinger’s wave equation (7) of § 27, which now reads, with
H given by (57),

ol f2
5 { 2m<8902+8y2+822)+ }‘/’ (61)
We may pass from the Cartesian coordinates z,y,z to the polar
coordinates 7,0, ¢ by means of the equations

x = rsinfcos ¢,
y = rsinfsin ¢, (62)
2 = rcosb,

and may express the wave function in terms of the polar coordinates,
so that it reads {s(r0¢t). The equations (62) give the operator equation

2 or 6 oy 0 oz 0 x8+y__+
or orow  ordy orée roéx ! roy  roz
which shows, on being compared with (58), that p, = —ifi 8/ér. Thus
Schrédinger’s wave equation reads, with the form (60) for H,
L0 (R 18 k(k+7) a

Here k is a certain linear operator which, since it commutes with
and 9/or, can involve only 0, ¢, ¢/é0, and 0/04. From the formula

k(k-+#) = mZ4+m2+mZ, (64)
which comes from (39), and from (62) one can work out the form of
k(k+#%) and one finds

ke(k+%) 1 8. ,8 1 @&

= ~m5§smﬁéé—gﬁlz—0—a-$§. (65)
This operator is well known in mathematical physics. Its eigen-
functions are called spherical harmonics and its eigenvalues are
n(n-+1) where n is an integer. Thus the theory of spherical har-
monics provides an alternative proof that the eigenvalues of k are
integral multiples of 7.
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For an eigenstate of & belonging to the eigenvalue ## (n a non-
negative integer) the wave function will be of the form

| L= () 8,(08), (66)
where S,(64) satisfies :

k(k+#)8,(68) = n(n-+1)128,,(64), (67)
i.e. from (65) S, is a spherical harmonic of order n. The factor 71
is inserted in (66) for convenience. Substituting (66) into (63), we
get as the equation for x

. 0 fi2 2  nn+l
zﬁ%:{—(—ﬁ-}- (7'2 ))—I-V}X. (68)

2m

If the state is a stationary state belonging to the energy value H’,

x will be of the form x(rt) = xo(r)e=iE1h

and (68) will reduce to

2 2

T = (1o~ )+ 7 o (69)
This equation may be used to determine the energy-levels H' cf the
system. For each solution x, of (69), arising from a given n, there
will be 2241 independent states, because there are 2n4-1 indepen-
dent solutions of (67) corresponding to the 271 different values
that a component of the angular momentum, m, say, can take on.

The probability of the particle being in an element of volume
dadyaz is proportional to |i|2dadydz. With i of the form (66) this
becomes 7-2|x|2| S, |2 dzdydz. The probability of the particle being in
a spherical shell between r and r+dr is then proportional to [x|*dr.
It now becomes clear that, in solving equation (68) or (69), we must
impose a boundary condition on the function y at 7 = 0, namely the
function must be such that the integral to the origin f |x|? dr is

0

convergent. If this integral were not convergent, the wave function
would represent a state for which the chances are infinitely in favour
of the particle being at the origin and such a state would not be
physically admissible.

The boundary condition at 7 = 0 obtained by the above considera-
tion of probabilities is, however, not sufficiently stringent. We get a
more stringent condition by verifying that the wave function obtained
by solving the wave equation in polar coordinates (63) really satisfies
the wave equation in Cartesian coordinates (61). Let us take the case
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of V = 0, giving us the problem of the free particle. Applied to a
stationary state with energy H' = 0, equation (61) gives

V2 = 0, (70)

where V2 is written for the Laplacian operator 02/ox?+92/0y?+-%[022,
and equation (63) gives

L2 Heth), -

r or? fi2r2

A solution of (71) for k¥ = 0 is ¢ = r-1. This does not satisfy
(70), since, although V2r-1vanishes for any finite value of 7, its integral
through a volume containing the origin is —4= (as may be verified
by transforming this volume integral to a surface integral by means
of Gauss’s theorem), and hence

V-1 = —478(x)5(y)5(2). (72)

Thus not every solution of (71) gives a solution of (70), and more
generally, not every solution of (63) is a solution of (61). We must
impose on the solution of (63) the condition that it shall not tend to
infinity as rapidly as r~! when 7 — 0 in order that, when substituted
into (61), it shall not give a & function on the right like the right-hand
side of (72). Only when equation (63) is supplemented with this condi-
tion does it become equivalent to equation (61). We thus have the
boundary condition 7 — 0 or x - 0 as r —> 0.

There are also boundary conditions for the wave function at r = 0.
If we are interested only in ‘closed’ states, i.e. states for which the
particle does not go off to infinity, we must restrict the integral to

infinity f |x(r)|? dr to be convergent. These closed states, however,
are not the only ones that are physically permissible, as we can also
have states in which the particle arrives from infinity, is scattered
by the central field of force, and goes off to infinity again. For these
states the wave function may remain finite as r - 0. Such states will
be dealt with in Chapter VIII under the heading of collision problems.
In any case the wave function must not tend to infinity as r - oo, or
it will represent a state that has no physical meaning.

39. Energy-levels of the hydrogen atom
The above analysis may be applied to the problem of the hydrogen
atom with neglect of relativistic mechanics and the spin of the
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electron. The potential energy V is now{ —e?/r, so that equation
(69) becomes
a2 n(n+1)  2me?l 2mH'

{dTZ—- 72 + A2 ; Xo = — 72 Xo- (73)
A thorough investigation of this equation has been given by Schré-
dinger.} We shall here obtain its eigenvalues H’ by an elementary
argument.

It is convenient to put

xo = f(r)e™", (74)
introducing the new function f(r), where a is one or other of the
square roots @ = LA(—F22mH"). (75)
Equation (73) now becomes
We look for a solution of this equation in the form of a power series

fir) = g Cs 7, (17)

in which consecutive values for s differ by unity although these
values themselves need not be integers. On substituting (77) in (76)
we obtain

S cifs(s—1)re-2—(2s/ay* "L —n(n— 1)rs=24(2me?/A2)rs-1} = 0,

8
which gives, on equating to zero the coefficient of 7-2, the following
relation between successive coefficients cg,

cfs(s—1)—n(n+1)] = c,_,[2(s—1)/a—2me?/%%]. (78)

We saw in the preceding section that only those eigenfunctions y
are allowed that tend to zero with » and hence, from (74), f(r) must
tend to zero with . The series (77) must therefore terminate on the
side of small s and the minimum value of s must be greater than zero.
Now the only possible minimum values of s are those that make the
coefficient of ¢, in (78) vanish, i.e. n+1 and —n, and the second
of these is negative or zero. Thus the minimum value of s must be
n-+1. Since n is always an integer, the values of s will all be integers.

+ The e here, denoting minus the charge on an electron, is, of course, to be dis-

tinguished from the e denoting the base of exponentials.
1 Schrédinger, Ann. d. Physik, 79 (1926), 361.
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The series (77) will in general extend to infinity on the side of large s.
For large values of s the ratio of successive terms is

_cl’;.?‘ = g_"..

Co1 sa
according to (78). Thus the series (77) will always converge, as the
ratios of the higher terms to one another are the same as for the

series
1/2r\s
S Q(ﬂ , (19)

8
which converges to ez, ‘

We must now examine how our solution yx, behaves for large
values of . We must distinguish between the two cases of H' positive
and H' negative. For H' negative, a given by (75) will be real. Sup-
pose we take the positive value for . Then as r — oo the sum of the
series (77) will tend to infinity according to the same law as the sum
of the series (79), i.e. the law e¥/®. Thus, from (74), x, will tend to
infinity according to the law e”e and will not represent a physically
possible state. There is therefore in general no permissible solution
of (73) for negative values of H’. An exception arises, however, when-
ever the series (77) terminates on the side of large s, in which case the
boundary conditions are all satisfied. The condition for this termina-
tion of the series is that the coefficient of ¢,_; in (78) shall vanish for
some value of the suffix s—1 not less than its minimum value n-41,
which is the same as the condition that

s me?
=’
for some integer s not less than n-+1. With the help of (75) this

condition becomes "
me

H = ———
95252’

(80)
and is thus a condition for the energy-level H'. Since s may be any
positive integer, the formula (80) gives a discrete set of negative
energy-levels for the hydrogen atom. These are in agreement with
experiment. For each of them (except the lowest one s = 1) there
are several independent states, as there are various possible values
for n, namely any positive or zero integer less than s. This multi-
plicity of states belonging to an energy-level is in addition to that
mentioned in the preceding section arising from the various possible
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values for a component of angular momentum, which latter multi-
plicity occurs with any central field of force. The n multiplicity occurs
only with an inverse square law of force and even then is removed
when one takes relativistic mechanics into account, as will be found
in Chapter XI. The solution x, of (73) when H' satisfies (80) tends to
zero exponentially as 7 — co and thus represents a closed state (corre-
sponding to an elliptic orbit in Bohr’s theory).

For any positive values of H’, a given by (75) will be pure imaginary.
The series (77), which is like the series (79) for large 7, will now have a
sum that remains finite asr —-c0. Thus x,given by (74) willnow remain
finite as r — oo and will therefore be a permissible solution of (73),
giving a wave function ¢ that tends to zero according to the law r~*as
r - 0. Hence in addition to the discrete set of negative energy-levels
(80), all positive energy-levels are allowed. The states of positive

energy are not closed, since for them the integral to infinity j |xol?dr
does not converge. (These states correspond to the hyperbolic orbits
of Bohr’s theory.)

40. Selection rules

If a dynamical system is set up in a certain stationary state, it will
remain in that stationary state so long as it is not acted upon by
outside forces. Any atomic system in practice, however, frequently
gets acted upon by external electromagnetic fields, under whose
influence it is liable to cease to be in one stationary state and to make
a transition to another. The theory of such transitions will be de-
veloped in §§ 44 and 45. A result of this theory is that, to a high degree
of accuracy, transitions between two states cannot occur under the
influence of electromagnetic radiation if, in a Heisenberg representa-
tion with these two stationary states as two of the basic states, the
matrix element, referring to these two states, of the representative
of the total electric displacement D of the system vanishes. Now it
happens for many atomic systems that the great majority of the
matrix elements of D in a Heisenberg representation do vanish, and
hence there are severe limitations on the possibilities for transitions.
The rules that express these limitations are called selection rules.

The idea of selection rules can be refined by a more detailed
application of the theory of §§44 and 45, according to which
the matrix elements of the different Cartesian components of the
vector D are associated with different states of polarization of the
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electromagnetic radiation. The nature of this association is just what
one would get if one considered the matrix elements, or rather their
real parts, as the amplitudes of harmonic oscillators which interact
with the field of radiation according to classical electrodynamics.
There is a general method for obtaining all selection rules, as
follows. Let us call the constants of the motion which are diagonal in
the Heisenberg representation «’s and let D be one of the Cartesian
components of D. We must obtain an algebraic equation connecting
D and the «’s which does not involve any dynamical variables other
than D and the «’s and which is linear in D. Such an equation will

be of the form ;fngr =0, (81)

where the f,’s and g,’s are functions of the «’s only. If this equation
is expressed in terms of representatives, it gives us

Zfr(a')<a'IDla">gr(a”) =0,

or (| D" Efr(a')gr(a”) =0,
which shows that {(«'|D|«"> = 0 unless
Zfr(al)gr(a”) = 0. (82)

This last equation, giving the connexion which must exist between
o’ and o' in order that {a'|D|«"> may not vanish, constitutes the
selection rule, so far as the component D of D is concerned.

Our work on the harmonic oscillator in § 34 provides an exampie
of a selection rule. Equation (8) is of the form (81) with 7 for D and
H playing the part of the o’s, and it shows that the matrix elements
(H'|7|H") of 7 all vanish except those for which H"—H' = #w. The
conjugate complex of this result is that the matrix elements (H'|7|H">
of 7 all vanish except those for which H'—H’ = —%w. Since ¢ is a
numerical multiple of »—#, its matrix elements (H'|g|H") all vanish
except those for which H'—H’ — +#iw. If the harmonic oscillator
carries an electric charge, its electric displacement D will be pro-
portional to g. The selection rule is then that only those transitions
can take place in which the energy H changes by a single quan-
tum fiw.

We shall now obtain the selection rules for m, and % for an electron
moving in a central field of force. The components. of electric dis-
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placement are here proportional to the Cartesian coordinates z,y, 2.

Taking first m,, we have that m, commutes with 2, or that
m,z—zm, = 0.

This is an equation of the required type (81), giving us the selection

rule
m,—m, = 0

for the z-component of the displacement. Again, from equations

@) wehave  u, [m,,o]] = [m.y] = —=

or mEx—2m, xm,+am2—h*r = 0,

which is also of the type (81) and gives us the selection rule
m2—2m,m,+m2—Ah% = 0

or (e —mi—H)(my—m+F) = 0

for the z-component of the displacement. The selection rule for the

y-component is the same. Thus our selection rules for m, are that

in tramsitions associated with radiation with a polarization corresponding

to an electric dipole in the z-direction, m; cannot change, while in transi-

tions associated with a polarization corresponding to an electric dipole

in the x-direction or y-direction, m, must change by =-f.

We can determine more accurately the state of polarization of the
radiation associated with a transition in which m;, changes by +7, by
considering the condition for the non-vanishing of matrix elements
of z+iy and z—1iy. We have

[m,, z+1y] = y—iz = —i(z+y)
or m (@ +iy) — (z-iy)(m,+5) = O,
which is again of the type (81). It gives
m,—m,—# = 0
as the condition that (m}|z+dy|m}> shall not vanish. Similarly,
m,—m,+7% =0
is the condition that (m},|x—iy|my> shall not vanish. Hence

(my|le—iy|m,—fiy = 0

or (el — Ty = imiJy|m,—Fy = (a+ib)eie”
say, a, b, and w being real. The conjugate complex of this is
(my—Tilzlmly = —i(m—Tlylmiy = (a—ib)e=ie"

Thus the vector %{(m;|D[mQ—fi)—{—(mQ—ﬁ]D]mj,)}, which determines
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the state of polarization of the radiation associated with transitions
for which mj, = m_—#, has the following three components
Hmy|a|m—7i) 4 (m— il |m2 )}
= H{(a+ib)ew +(a—ib)e~*'} = a cos wt—bsin wt,
Fmy |y lmy—h) + (m—Tiy|me )} (83)
= Ji{—(a+ib)e’' 4 (a—1b)e~*} = asinwt-b cos wi,
Hlm |2 |my—1) + (m—Hi|zim )} = 0.
From the form of these components we see that the associated radia-
tion moving in the z-direction will be circularly polarized, that
moving in any direction in the ay-plane will be linearly polarized in
this plane, and that moving in intermediate directions will be
elliptically polarized. The direction of circular polarization for radia-
tion moving in the z-direction will depend on whether w is positive
or negative, and this will depend on which of the two states m, or
mj, = m,—F has the greater energy.
We shall now determine the selection rule for k. We have

[E(k-+7), 2] = [m2,2]+[m2, 2]
= —Ym,—m,y-+xm,+m,x
= 2(m, x—m,y-+ifiz)
= 2(m, x—ym,) = 2(xm,—m,y).

Similarly, [e(k+7), 2] = 2(ym,—m,z)
and [E(k+7),y] = 2(m z—azm,).
Hence

[k(k+7), [k(k+7), 2]
= 2[k(k+#), m, x—m,y-+ifiz]
= 2m,[k(k-+7), x]—2m[k(k-+7), y]+ 2ifi[ (k+-7), 2]
= dm,(ym,—m, 2)—4m,(m,z—zm,)+2{k(k+h)z—zk(k+F)}
= 4(my,x-+m, y—+m,z)m,—4(mi4+mi+ms)z-
+2{k(k+A)e—z2k(k+7i)}.
From (22) myx+m,y+m,z =0 (84)
and hence
(k(k+7), [k(k+7%),2]] = —2{k(k+H)2+2k(k+%)},
which gives
k2 (k1) — 2k (k-+R)2k(k-+5) 2k (k-+#)2—
—272{k(k—+Fi)z-+2k(k+#)} = 0. (85)
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Similar equations hold for x and y. These equations are of the re-
quired type (81), and give us the selection rule

2k +-R)2—2k" (K +R)k" (K" +4)+ k"2 (k" +-7)2—

— 202k (k' ++7)—2R2k" (k" +-%) = O,
which reduces to
(K 4k 28) (k' +E") (& — k" +R) (k' —k"—#) = 0.
A transition can take place between two states £” and £” only if one
of these four factors vanishes.

Now the first of the factors, (k'+%"-+2%), can never vanish, since
the eigenvalues of k£ are all positive or zero. The second, (¥'-+£"), can
vanish only if ¥ = 0 and ¥ = 0. But transitions between two states
with these values for £ cannot occur on account of other selection
rules, as may be seen from the following argument. If two states
(labelled respectively with a single prime and a double prime) are
such that &' = 0 and " = 0, then from (41) and the corresponding
results for m, and m,, m; = m;, = m; = 0 and ml = my, = my, = 0.
The selection rule for m, now shows that the matrix elements of
z and y referring to the two states must vanish, as the value of m,
does not change during the transition, and the similar selection rule
for m,, or m, shows that the matrix element of z also vanishes. Thus
transitions between the two states cannot occur. Our selection rule
for £ now reduces to

(& —k"+5)K —k"—%) = 0,
showing that k& must change by +7#. This selection rule may be written
k2 —2k' K"+ k" —H% = 0,

and since this is the condition that a matrix element k'|z|k") shall
not vanish, we get the equation
k*z—2kzk+-2k*—#% = 0

or [k, [k,2]] = —2, (86)
a result which could not easily be obtained in a more direct way.

As a final example we shall obtain the selection rule for the magni-
tude K of the total angular momentum M of a general atomic system.
Let z,y, z be the coordinates of one of the electrons. We must obtain
the condition that the (K’, K”) matrix element of z, y, or z shall not

vanish. This is evidently the same as the condition that the (K', K”)
matrix element of A, Ay, or Ay shall not vanish, where A, A,, and A
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are any three independent linear functions of z, y, and z with numeri-
cal coefficients, or more generally with any coefficients that commute
with K and are thus represented by matrices which are diagonal with

respect to K. Let A = M,z M,y+M,z
0 — T Y z7

A, = M, z—M,y—ifix,
A, = Mx— M, z—fy,
A, = Myy— M, x—ifiz.

We have
M A+M A+ M), = S (M, M, z— M, M,y—ifiM,x)

zYz

= (M, M,—M,M,—i#iM)z=0  (87)
Yz

from (29). Thus A, A,, and }, are not linearly independent functions
of z, y, and z. Any two of them, however, together with A, are three
linearly independent functions of z, y, and z and majy be taken as the
above A, Ay, Ay, since the coefficients M,, M, M, all commute with K.
Our problem thus reduces to finding the condition that the (K', K")
matrix elements of Ay, A, A,, and A, shall not vanish. The physical
meanings of these X’s are that A, is proportional to the component of
the vector (x,v,2) in the direction of the vector M, and Ags Ay A, aTE
proportional to the Cartesian components of the component of (z,y, 2)
perpendicular to M.

Since A, is a scalar it must commute with K. It follows that only
the diagonal elements (K'|A,|K'> of A, can differ from zero, so the
selection rule is that K cannot change so far as A, is concerned. Apply-
ing (30) to the vector A;, A, A, we have

[‘Z‘Izi Aa:] = )‘U’ [‘M'ﬂ )\u] = _')‘:w [Mz’ Az] = 0.

These relations between M, and A,, A, A, are of exactly the same form
as the relations (23), (24) between m, and =,y,z, and also (87) is of
the same form as (84). The dynamical variables A,, A,, A, thus have the
same properties relative to the angular momentum M as z,y,2 have
relative to m. The deduction of the selection rule for & when the
electric displacement is proportional to (z, y, z) can therefore be taken
over and applied to the selection rule for K when the electric displace-
ment is proportional to (A;,A,,2,). We find in this way that, so far as
Az, A, A, are concerned, the selection rule for K is that it must change
by 47.

Collecting results, we have as the selection rule for K that it must
change by 0 or 4-#%. We have considered the electric displacement
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produced by only one of the electrons, but the same selection rule
must hold for each electron and thus also for the total electric dis-
placement.

41. The Zeeman effect for the hydrogen atom

We shall now consider the system of a hydrogen atom in & uniform
magnetic field. The Hamiltonian (57) with ¥V = —e?/r, which describes
the hydrogen atom in no external field, gets modified by the magnetic
field, the modification, according to classical mechanics, consisting
in the replacement of the components of momentum, p,, p,, Ps Py
potefc. Ay pytefc. Ay, potefo. Ay, where 4, 4, A, are the com-
ponents of the vector potential describing the field. For a uniform
field of magnitude 4 in the direction of the z-axis we may take
A, = —3Hy, A, =Mz, 4,=0. The classical Hamiltonian will
then be

2 2
H = Z—iﬁ{(pz—% Eﬂy) +<py+% Zﬂw) +P3}—e;-
This classical Hamiltonian may be taken over into the quantum
theory if we add on to it a term giving the effect of the spin of the
electron. According to experimental evidence and according to the
theory of Chapter X1, theelectron hasa magnetic moment —efi/2mc. g,
where o is the spin vector of § 37. The energy of this magnetic moment
in the magnetic field will be e /2mc.a,. Thus the total quantum
Hamiltonian will be
2 2 2

Q}—n{(pz—%gﬂy) +(py+%zﬂx> +pﬁ}—%+%
There ought strictly to be other terms in this Hamiltonian giving the
interaction of the magnetic moment of the electron with the electric
feld of the nucleus of the atom, but this effect is small, of the same
order of magnitude as the correction one gets by taking relativistic
mechanics into account, and will be neglected here. It will be taken
into account in the relativistic theory of the electron given in
Chapter XI.

If the magnetic field is not too large, we can neglect terms involving
A2 5o that the Hamiltonian (88) reduces to

2

H— (88)

z*

N S S N AL e chH

H 5 m(px+10,,+pz) T+2mc(xpy YPa)+ 50
_ 1 z+z+z_@_2 eH 89
2m(px Dy pz) po '}‘ch(mz—}‘ﬁ(’z)' ( )

3595.57 M
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The extra terms due to the magnetic field are now e /2mec . (m,+fio,).
But these extra terms commute with the total Hamiltonian and are
thus constants of the motion. This makes the problem very easy.
The stationary states of the system, i.e. the eigenstates of the Hamil-
tonian (89), will be those eigenstates of the Hamiltonian for no field
that are simultaneously eigenstates of the observables m, and o, or
at least of the one observable m,+7io,, and the energy-levels of the
system will be those for the system with no field, given by (80) if
one considers only closed states, increased by an eigenvalue of
e} |2me. (m,+7io,). Thus stationary states of the system with no
field for which m, has the numerical value m;, an integral multiple
of #, and for which also o, has the numerical value o) = 41, will still
be stationary states when the field is applied. Their energy will be
increased by an amount consisting of the sum of two parts, a part
e [2me . m), arising from the orbital motion, which part may be con-
sidered as due to an orbital magnetic moment —em;/2mc, and a part
e [2me . ho', arising from the spin. The ratio of the orbital magnetic
moment to the orbital angular momentum m; is —e/2mc, which is
half the ratio of the spin magnetic moment to the spin angular
momentum. This fact is sometimes referred to as the magnetic
anomaly of the spin.

Since the energy-levels now involve m,, the selection rule for m,
obtained in the preceding section becomes capable of direct com-
parison with experiment. We take a Heisenberg representation in
which, among other constants of the motion, m, and o, are diagonal.
The selection rule for m, now requires m, to change by %, 0, or —7%,
while o,, since it commutes with the electric displacement, will not
change at all. Thus the energy difference between the two states
taking part in the transition process will differ by an amount
efiH|2me, 0, or —efi#[2me from its value for no magnetic field.
Hence, from Bohr’s frequency condition, the frequency of the
associated electromagnetic radiation will differ by e#/4mmc, 0, or
—eJ [4mme from that for no magnetic field. This means that each
spectral line for no magnetic field gets split up by the field into three
components. If one considers radiation moving in the z-direction,
then from (83) the two outer components will be circularly polarized,
while the central undisplaced one will be of zero intensity. These
results are in agreement with experiment and also with the classical
theory of the Zeeman effect.



VII
PERTURBATION THEORY

42. General remarks
Ix the preceding chapter exact treatments were given of some simple
dynamical systems in the quantum theory. Most quantum problems,
however, cannot be solved exactly with the present resources of
mathematics, as they lead to equations whose solutions cannot be
expressed in finite terms with the help of the ordinary functions of
analysis. For such problems one can often use a perturbation method.
This consists in splitting up the Hamiltonian into two parts, one of
which must be simple and the other small. The first part may then
be considered as the Hamiltonian of a simplified or unperturbed
system, which can be dealt with exactly, and the addition of the
second will then require small corrections, of the nature of a perturba-
tion, in the solution for the unperturbed system. The requirement
that the first part shall be simple requires in practice that it shall not
involve the time explicitly. If the second part contains a small
numerical factor ¢, we can obtain the solution of our equations for
the perturbed system in the form of a power series in ¢, which, pro-
vided it converges, will give the answer to our problem with any
desired accuracy. Even when the series does not converge, the first
approximation obtained by means of it is usually fairly accurate.
There are two distinct methods in perturbation theory. In one of
these the perturbation is considered as causing a modification of the
states of motion of the unperturbed system. In the other we do not
consider any modification to be made in the states of the unperturbed
system, but we suppose that the perturbed system, instead of remain-
ing permanently in one of these states, is continually changing from
one to another, or making transitions, under the influence of the
perturbation. Which method is to be used in any particular case
depends on the nature of the problem to be solved. The first method
is useful usually only when the perturbing energy (the correction in the
Hamiltonian for the undisturbed system) does not involve the time
explicitly, and is then applied to the stationary states. It can be used
for calculating things that do not refer to any definite time, such as
the energy-levels of the stationary. states of the perturbed system, or,
in the case of collision problems, the probability of scattering through
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a given angle. The second method must, on the other hand, be used
for solving all problems involving a consideration of time, such as
those about the transient phenomena that occur when the perturba-
tion is suddenly applied, or more generally problems in which the
perturbation varies with the time in any way (i.e. in which the per-
turbing energy involves the time explicitly). Again, this second
method must be used in collision problems, even though the per- -
turbing energy does not here involve the time explicitly, if one
wishes to calculate absorption and emission probabilities, since these
probabilities, unlike a scattering probability, cannot be defined with-
out reference to a state of affairs that varies with the time.

One can summarize the distinctive features of the two methods by
saying that, with the first method, one compares the stationary states
of the perturbed system with those of the unperturbed system; with
the second method one takes a stationary state of the unperturbed
system and sees how it varies with time under the influence of the
perturbation.

43. The change in the energy-levels caused by a perturbation
The first of the above-mentioned methods will now be applied to
the calculation of the changes in the energy-levels of a system caused
by a perturbation. We assume the perturbing energy, like the Hamil-
tonian for the unperturbed system, not to involve the time explicitly.
Our problem has a meaning, of course, only provided the energy-levels
of the unperturbed system are discrete and the differences between
them are large compared with the changes in them caused by the
perturbation. This circumstance results in the treatment of perturba-
tion problems by the first method having some different features
according to whether the energy-levels of the unperturbed system are
discrete or continuous.
Let the Hamiltonian of the perturbed system be
: H=E+7, (1)
E being the Hamiltonian of the unperturbed system and ¥V the small
perturbing energy. By hypothesis each eigenvalue H' of H lies very
close to one and only one eigenvalue E’ of E. We shall use the same
number of primes to specify any eigenvalue of H and the eigenvalue
of E to which it lies very close. Thus we shall have H” differing from
E" by a small quantity of order ¥ and differing from E’ by a quantity
that is not small unless B’ = E”. We must now take care always to
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use different numbers of primes to specify eigenvalues of H and £
which we do not want to lie very close together.
To obtain the eigenvalues of H, we have to solve the equation
H|Hy = H'|H")
or (H'—E)H =V|H". (2)
Let |0> be an eigenket of E belonging to the eigenvalue E’ and
suppose the |[H') and H' that satisfy (2) to differ from |0> and E’
only by small quantities and to be expressed as
[H'> = 00+ |1+ 2>+, ) @
H = E'4a,+a,+...,
where |1> and a, are of the first order of smallness (i.e. the same order
as V), |2) and a, are of the second order, and so on. Substituting
these expressions in (2), we obtain
{B'— E+ay+ag+. 0>+ 1)+ 2>+...} = V{{0)+[1>+..}.
If we now separate the terms of zero order, of the first order, of the
second order, and so on, we get the following set of equations,

(B'—E)|0y = 0,
(B'—E)|1>+a,(05 = V|0, @
(B — B)[2)+a;|1>+8,[0) = V|1,

The first of these equations tells us, what we have already assumed, -
that |0) is an eigenket of £ belonging to the eigenvalue E’. The others
enable us to calculate the various corrections |1),[2),..., @y, @gyere .
For the further discussion of these equations it is convenient to
- introduce a representation in which Z is diagonal, i.e. a Heisenberg
representation for the unperturbed system, and to take E itself as
one of the observables whose eigenvalues label the representatives.
Let the others, in the event of others being necessary, as is the case
when there is more than one eigenstate of £ belonging to any eigen-
value, be called f’s. A basic bra is then (E”B"|. Since |0) is an
eigenket of E belonging to the eigenvalue E’, we have
CE"B"10> = Sgm f(B), (8)
where f(8") is some function of the variables 8”. With the help of this
result the second of equations (4), written in terms of representatives,
becomes

(B'—E")<E"B"|1)+a, 855 f(B) = % CE'B"|VIEBfB).  (6)
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Putting E" = E’ here, we get
@, f(F') = ,32 CEBVIEB[B)- (7

Equation (7) is of the form of the standard equation in the theory
of eigenvalues, so far as the variables B’ are concerned. It shows that
the various possible values for @, are the eigenvalues of the matrix
(E'R"|V|E'B’y. This matrix is a part of the representative of the
perturbing energy in the Heisenberg representation for the unper-
turbed system, namely, the part consisting of those elements that
refer to the same unperturbed energy-level E’ for their row and
column. Each of these values for a, gives, to the first order, an energy-
level of the perturbed system lying close to the energy-level E’ of the
unperturbed system.t There may thus be several energy-levels of the
perturbed system lying close to the one energy-level E’ of the unper-
turbed system, their number being anything not exceeding the
number of independent states of the unperturbed system belonging
to the energy-level E’. In this way the perturbation may cause a
separation or partial separation of the energy-levels that coincide
at B’ for the unperturbed system.

Equation (7) also determines, to the zero order, the representatives
(E"B"|0> of the stationary states of the perturbed system belonging
to energy-levels lying close to E', any solution f(8’) of (7) substituted
in (5) giving one such representative. Each of these stationary states
of the perturbed system approximates to one of the stationary states
of the unperturbed system, but the converse, that each stationary
state of the unperturbed system approximates to one of the stationary
states of the perturbed system, is not true, since the general
stationary state of the unperturbed system belonging to the energy-
level E’ is represented by the right-hand side of (5) with an arbitrary
function f(8”). The problem of finding which stationary states of
the unperturbed system approximate to stationary states of the
perturbed system, i.e. the problem of finding the solutions f(8') of
(7), corresponds to the problem of ‘secular perturbations’ in classical
mechanics. It should be noted that the above results are indepen-
dent of the values of all those matrix elements of the perturbing

+ To distinguish these energy-levels one from another we should require some
more elaborate notation, since according to the present notation they must all be
specified by the same number of primes, namely by the number of primes specifying

the energy-level of the unperturbed system from which they arise. For our present
purposes, however, this more elaborate notation is not required.
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energy which refer to two different energy-levels of the unperturbed
system.

Let us see what the above results become in the specially simple case
when there is only one stationary state of the unperturbed system
belonging to each energy-level.t In this case F alone fixes the repre-
sentation, no B’s being required. The sum in (7) now reduces to a
single term and we get

a, = (E'|VI|E". (8)
There is only one energy-level of the perturbed system lying close to
any energy-level of the unperturbed system and the change in energy
is equal, tn the first order, to the corresponding diagonal element of the
perturbing energy in the Heisenberg representation for the unperturbed
system, or to the average value of the perturbing energy for the correspond-
ing unperturbed state. The latter formulation of the result is the same
as in classical mechanics when the unperturbed system is multiply
periodic.

We shall proceed to calculate the second-order correction a, in
the energy-level for the case when the unperturbed system is non-
degenerate. Equation (5) for this case reads

CE'10y = 8-z, |
with neglect of an unimportant numerical factor, and equation (6)
roads (B'—B")E"[1y+a, g5 = <E'|V|E>.
This gives us the value of (£”|1) when E” 7= E’, namely
v CE"|VIE
By =X—~"""2
By =2 (©)

The third of equations (4), written in terms of representatives,
becomes

(B —B" B2+, B | D +ay85p = 3 B[V BB |1).
Putting £” = E’ here, we get
o (B 1) +a, = EZ CE'\VIE" ) E"|1),

which reduces, with the help of (8), to
ay = > (E'|VIE"){E"|1).
EEE

+ A system with only one stationary state belonging to each energy-level is often
called non-degenerate and one with two or more stationary states belonging to an
energy-level is called degenerate, although these words are not very appropriate from
the modern point of view.

1
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Substituting for (£”|1) from (9), we obtain finally
CE'|VIE")E"|V|E')
EI__EII >

Ay =
E"#E
giving for the total energy change to the second order
CE'|VIE")E"V|E
El—-Ell .

atay = CE'VIE>+ > (10)
EFE

The method may be developed for the calculation of the higher

approximations if required. General recurrence formulas giving the

nth order corrections in terms of those of lower order have been

obtained by Born, Heisenberg, and Jordan.}

44. The perturbation considered as causing transitions

We shall now consider the second of the two perturbation methods
mentioned in § 42. We suppose again that we have an unperturbed
system governed by a Hamiltonian E which does not involve the
time explicitly, and a perturbing energy V which can now be an
arbitrary function of the time. The Hamiltonian for the perturbed
system is again H = E-+7V. For the present method it does not
make any essential difference whether the energy-levels of the
unperturbed system, i.e. the eigenvalues of E, form a discrete or
continuous set. We shall, however, take the discrete case, for
definiteness. We shall again work with a Heisenberg representation
for the unperturbed system, but as there will now be no advantage in
taking E itself as one of the observables whose eigenvalues label the
representatives, we shall suppose we have a general set of a’s to label
the representatives.

Let us suppose that at the initial time ¢, the system is in a state for
which the o’s certainly have the values o’. The ket corresponding to
this state is the basic ket |o’>. If there were no perturbation, i.e. if the
Hamiltonian were E, this state would be stationary.. The perturba-
tion causes the state to change. At time ¢ the ket corresponding to the
state in Schrédinger’s picture will be T'[«>, according to equation (1)
of § 27. The probability of the «’s then having the values «" is

P(o'a") = [<"|T]a’ > (11)
For o # o', P(a'a”) is the probability of a transition taking place
from state o’ to state «” during the time interval ¢, — ¢, while P(x'a")

t Z.f. Physik, 35 (1925), 565.
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is the probability of no transition taking place at all. The sum of
P(a’o”) for all o is, of course, unity.

Let us now suppose that initially the system, instead of being
certainly in the state o', is in one or other of various states o’ with
the probability P, for each. The Gibbs density corresponding to this
distribution is, according to (68) of § 33

p =3 l>Pucall. (12)

At time ¢, each ket |o’> will have changed to 7T'|«") and each bra (/|
to ¢a'|T, so p will have changed to

b= 3 Tl >l T, (13)

The probability of the «’s then having the values o will be, from
(13)0f8 33 @play = 3 @|T | Pucel | TIe">

=3 P Pla) (14)

with the help of (11). This result expresses that the probability of
the system being in the state o« at time ¢ is the sum of the probabilities
of the system being initially in any state o’ 7 o, and making a transi-
tion from state o to state o” and the probability of its being initially
in the state «” and making no transition. Thus the various transition
probabilities act independently of one another, according to the
ordinary laws of probability.

The whole problem of calculating transitions thus reduces to the
determination of the probability amplitudes («"|T|«">. These can be
worked out from the differential equation for 7', equation (6) of § 27, or

thdT|dt = HT = (E+V)T. (15)

The calculation can be simplified by working with
T — giEG—~tA T, (16)

We have ihdT*|dt = etB¢In(— ET 4-ifidT[dt)
— GBAIAY T — V*T*, (17)
where V* — eiBU—tIR ] g—El—tolh (18)

i.e. V* is the result of applying a certain unitary transformation to V.
Equation (17) is of a more convenient form than (15), because (17)
makes the change in 7* depend entirely on the perturbation V, and
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for V = 0 it would make T'* equal its initial value, namely unity.
We have from (16)

(| ¥’y = B~ | T,

so that Pa'a") = [Ka"|T*|a">|3, (19)
showing that 7* and 7' are equally good for determining transition
probabilities.

Our work up to the present has been exact. We now assume ¥ is
a small quantity of the first order and express 7'* in the form

T* = 14+ TF+ T+, (20)

where T'F is of the first order, T'¥ is of the second, and so on. Substi-
tuting (20) into (17) and equating terms of equal order, we get

i dTE|dt = V*,
W ATE|dt = V*T%, (21)

From the first of these equations we obtain
t
TF = —if1 f V(') dt, (22)
to
from the second we obtain

) t
T§ = —f-2 f V*(') dt’ [ V*(t") dt”, (23)
fo fo
and so on. For many practical problems it is sufficiently accurate to
retain only the term 7§, which gives for the transition probability
P(o/o") with o 5% o
t

CHl f V*@'ydt'|o')
o (24)

2

2

P(oo") = £~

t
[ )y de
f
We obtain in this way the transition probability to the second order
of accuracy. The result depends only on the matrix element
"|V*(') o'y of V*(¢') referring to the two states concerned, with ¢
going from £, to t. Since V* is real, like V,

@ VHE) ey = V¥
and hence P(o'a") = P(o"a") ‘ (25)

to the second order of accuracy.

= ﬁ,_z
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Sometimes one is interested in a transition «’ — «” such that the
matrix element {(«"|V*|a") vanishes, or is small compared with other
matrix elements of V*. It is then necessary to work to a higher
accuracy. If we retain only the terms 7'¥ and 7'}, we get, for o” 7 o/,

¢
[ @ sy dv -

to

P(a/o") = #7

t v
— it %Z f | VEE) o dt J " VHE") o> db” 2, (26)
a”Fao ot P P
The terms o = o’ and «” = «" are omitted from the sum since they
are small compared with other terms of the sum, on account of the
smallness of («"|V*|a’>. To interpret the result (26), we may suppose
that the term ¢
[ <@y de (@7)
to

gives rise to a transition directly from state o’ to state «”, while the

term P v
——iﬁ—lf LVHE) | db’ f LA |VH(E") o> db” (28)
to to

gives rise to a transition from state «' to state «”, followed by a
transition from state «” to state «”. The state «” is called an inter-
mediate state in this interpretation. We must add the term (27) to the
various terms (28) corresponding to different intermediate states
and then take the square of the modulus of the sum, which means
that there is interference between the different transition processes—
the direct one and those involving intermediate states—and one can-
not give a meaning to the probability for one of these processes by
itself. For each of these processes, however, there is a probability
amplitude. If one carries out the perturbation method to a higher
degree of accuracy, one obtains a result which can be interpreted
similarly, with the help of more complicated transition processes
involving a succession of intermediate states.

45. Application to radiation

In the preceding section a general theory of the perturbation of an
atomic system was developed, in which the perturbing energy could
vary with the time in an arbitrary way. A perturbation of this
kind can be realized in practice by allowing incident electromagnetic
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radiation to fall on the system. Let us see what our result (24) reduces
to in this case.

If we neglect the effects of the magnetic field of the incident radia-
tion, and if we further assume that the wave-lengths of the harmonic
components of this radiation are all large compared with the dimen-
sions of the atomic system, then the perturbing energy is simply the

scalar product V = (D, &), (29)

where D is the total electric displacement of the system and & is
the electric force of the incident radiation. We suppose € to be a
given function of the time. If we take for simplicity the case when
the incident radiation is plane polarized with its electric vector in
a certain direction and let D denote the Cartesian component of D
in this direction, the expression (29) for V reduces to the ordinary

product V = Dé
where & is the magnitude of the vector & The matrix elements of
V are <a”[VIOL’> — <OL”ID|OL’>€,
since € is a number. The matrix element {a"|D|a’) is independent
of t. From (18)

| VH(E) |y = <o | Do yeE -EX-INE (),

and hence the expression (24) for the transition probability becomes
¢ 2

P(o/a") = #72[<a | D]a>]? f =N RINE (1) dt’l . (30)

to

If the incident radiation during the time interval ¢, to ¢ is resolved

into its Fourier components, the energy crossing unit area per unit

frequency range about the frequency v will be, according to classical
electrodynamics, ‘

2
E =2 f 2mit D E (1) dt" . (31)
2
to
Comparing this with (30), we obtain
P(d'o") = 2mc-1%~2|<{«" | D|o’Y|2E,, (32)
where v= |E"—E'|[h. (33)

From this result we see in the first place that the transition proba-
bility depends only on that Fourier component of the incident radia-
tion whose frequency v is connected with the change of energy by (33).
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This gives us Bohr’s Frequency Condition and shows how the ideas
of Bohr’s atomic theory, which was the forerunner of quantum
mechanics, can be fitted in with quantum mechanics.

The present elementary theory does not tell us anything about the
energy of the field of radiation. It would be reasonable to assume,
though, that the energy absorbed or liberated by the atomic system
in the transition process comes from or goes into the component of
the radiation with frequency v given by (33). This assumption will
be justified by the more complete theory of radiation given in
Chapter X. The result (32) is then to be interpreted as the proba-
bility of the system, if initially in the state of lower energy, absorb-
ing radiation and being carried to the upper state, and if initially in
the upper state, being stimulated by the incident radiation to emit
and fall to the lower state. The present theory does not account for
the experimental fact that the system, if in the upper state with no
incident radiation, can emit spontaneously and fall to the lower state,
but this also will be accounted for by the more complete theory of
Chapter X.

The existence of the phenomenon of stimulated emission was in-
ferred by Einstein, T long before the discovery of quantum mechanics,
from a consideration of statistical equilibrium between atoms and a
field of black-body radiation satisfying Planck’slaw. Einsteinshowed
that the transition probability for stimulated emission must equal
that for absorption between the same pair of states, in agreement
with the present quantum theory, and deduced also a relation con-
necting this transition probability with that for spontaneous emission,
which relation is in agreement with the theory of Chapter X.

The matrix element {«"|D|a") in (32) plays the part of the ampli-
tude of one of the Fourier components of D in the classical theory of
a multiply-periodic system interacting with radiation. In fact it was
the idea of replacing classical Fourier components by matrix elements
which led Heisenberg to the discovery of quantum mechanics in 1925.
Heisenberg assumed that the formulas describing the interaction with
radiation of a system in the quantum theory can be obtained from
the classical formulas by substituting for the Fourier components of
the total electric displacement of the system the corresponding matrix
elements. According to this assumption applied to spontaneous emis-
sion, a system having an electric moment D will, when in the state

+ Einstein, Phys. Zeits. 18 (1917), 121.



178 PERTURBATION THEORY § 15

o, spontaneously emit radiation of frequency v = (E'—E")/h, where
E" is an energy-level, less than E’, of some state «”, at the rate
4 (2mmv)*
3 ¢

[<o" D o> |2 (34)

The distribution of this radiation over the different directions of
emission and its state of polarization for each direction will be the
same as that for a classical electric dipole of moment equal to the
real part of (o’|D|«’>. To interpret this rate of emission of radiant
energy as a transition probability, we must divide it by the quantum
of energy of this frequency, namely Av, and call it the probability per
unit time of this quantum being spontaneously emitted, with the
atomic system simultaneously dropping to the state o of lower
energy. These assumptions of Heisenberg are justified by the present
radiation theory, supplemented by the spontaneous transition theory
of Chapter X.

46. Transitions caused by a perturbation independent of the
time

The perturbation method of § 44 is still valid when the perturbing
energy V does not involve the time ¢ explicitly. Since the total
Hamiltonian H in this case does not involve ¢ explicitly, we could
now, if desired, deal with the system by the perturbation method of
§ 43 and find its stationary states. Whether this method would be
convenient or not would depend on what we want to find out about
the system. If what we have to calculate makes an explicit reference
to the time, e.g. if we have to calculate the probability of the system
being in a certain state at one time when we are given that it is in a
certain state at another time, the method of § 44 would be the more
convenient one.

Let us see what the result (24) for the transition probab’lity becomes
when ¥V does not involve ¢ explicitly and let us take t, = 0 to simplify
the writing. The matrix element <a"|V|a’) is now independent of ¢,

and from (18) V) oS = |V | Yer B -EIR, (35)
: " ’ ’ ’ " ’ i(E'"——E’)lIﬁ._ 1

S0 f(“’]V ()] dt’ = <« ]V[a>jTE7m’
0

provided E” = E’. Thus the transition probability (24) becomes
P(o'a") = (o |V | D[4 - BN —1][ e~ 4B ~EMR_1]/(E"—E')?
= 2|<&" |V |/ D|1—cos{(E"— E")t[i}]|(E"— BE"). (36)
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If £” differs appreciably from E’ this transition probability is small
and remains so for all values of ¢. This result is required by the law
of the conservation of energy. The total energy H is constant and
hence the proper-energy X' (i.e. the energy with neglect of the part
V due to the perturbation), being approximately equal to H, must
be approximately constant. This means that if £ initially has the
numerical value E’, at any later time there must be only a small
probability of its having a numerical value differing considerably
from £'.

On the other hand, when the initial state o’ is such that there exists
another state «” having the same or very nearly the same proper-
energy K, the probability of a transition to the final state «” may be
quite large. The case of physical interest now is that in which there
is a continuous range of final states «” having a continuous range of
proper-energy levels £” passing through the value £’ of the proper-
energy of the initial state. The initial state must not be one of the
continuous range of final states, but may be either a separate discrete
state or one of another continuous range of states. We shall now have,
remembering the rules of § 18 for the interpretation of probability
amplitudes with continuous ranges of states, that, with P(a's")
having the value (36), the probability of a transition to a final state
within the small range «" to o’+do” will be P(o'«") do” if the initial
state o is discrete and will be proportional to this quantity if « is
one of a continuous range.

We may suppose that the o’s describing the final state consist of
E together with a number of other dynamical variables B, so that we
have a representation like that of § 43 for the degenerate case. (The
B’s, however, need have no meaning for the initial state «’.) We shall
suppose for definiteness that the 8’s have only discrete eigenvalues.
The total probability of a transition to a final state «” for which the
B’s have the values 8” and E has any value (there will be a strong
probability of its having a value near the initial value E’) will now
be (or be proportional to)

f P(o'o") dB"

=2 [ KB VI P[L—cos{(B"— BB} )(B'— B')? dE" (37)

= 2tb‘1f |{B +Fixft, B"|V]e'> |2 [1—cos x]/2? da
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if one makes the substitution (E”— E'){/% = x. For large values of ¢
this reduces to

21| BB |V o' | f [1—cosz]/z? da

= 2nth-LKE'B"|V o >]2 (38)

Thus the total probability up to time ¢ of a transition to a final state

for which the 8’s have the values p” is proportional to ¢{. There is

therefore a definite probability coefficient, or probability per unit time,
for the transition process under consideration, having the value

2t KB BV o> |2 (39)

It is proportional to the square of the modulus of the matrix element,

associated with this transition, of the perturbing energy.
If the matrix element (E’B"|V|«’) is small compared with other

matrix elements of ¥V, we must work with the more accurate formula
(26). We have from (35)

1 t
J'<aﬂlv*(tr)lam> dat’ f <(‘!le*(t”)l0l’> di"
[ 0
v

i
— <a”|V]OL’”><a”’|VzC!I> f e’i(E”—E/")l'/h dtr [‘ ei(E'”—E’)['/h dt”
H «

_ <OC”!V !oc"'><<x'"[V IO‘
i(E’”‘E/)/}i

t
’
> f {ei(E'—E')l'lﬁ_ei(E"-E"’)l’Ih} dat’.
0

For E” close to E’, only the first term in.the integrand here gives rise
to a transition probability of physical importance and the second
term may be discarded. Using this result in (26) we get
P’ .
_ o (o |V oy |V o' > |2 1 —cos{(B"— B')t/fi}
o F oo BB (E”_E,)Z ,
which replaces (36). Proceeding as before, we obtain for the transi-
tion probability per unit time to a final state for which the p’s have
the values 8” and E has a value close to its initial value B’

(x”]VIOL'}-—-

277 1 N <E,B”[V]a”l><a”/|V](x’> z

7|<Elg ]V!OL> z - Em__‘Ev_/—~ .
This formula shows how intermediate states, differing from the initial
state and final state, play a role in the determination of a probability
coefficient.

(40)

a”#F o'
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In order that the approximations used in derivirig (39) and (40) may
be valid, the time ¢ must be not too small and not too large. It must
be large compared with the periods of the atomic system in order that
the approximate evaluation of the integral (37) leading to the result
(38) may be valid, while it must not be excessively large or else the
general formula (24) or (26) will break down. In fact one could make
the probability (38) greater than unity by taking ¢ large enough. The
upper limit to ¢ is fixed by the condition that the probability (24) or
(26), or ¢ times (39) or (40), must be small compared with unity. There
is no difficulty in ¢ satisfying both these conditions simultaneously
provided the perturbing energy V is sufficiently small.

47. The anomalous Zeeman effect

One of the simplest examples of the perturbation method of § 43
is the calculation of th~ first-order change in the energy-levels of an
atom caused by a uniform magnetic field. The problem of a hydrogen
atom in a uniform magnetic field has already been dealt with in § 41
and was so simple that perturbation theory was unnecessary. The
case of a general atom is not much more complicated when we make
a few approximations such that we can set up a simple model for the
atom.

We first of all consider the atom in the absence of the magnetic
field and look for constants of the motion or quantities that are
approximately constants of the motion. The total angular momen-
tum of the atom, the vector j say, is certainly a constant of the
motion. This angular momentum may be regarded as the sum of two
parts, the total orbital angular momentum of all the electrons, 1 say,
and the total spin angular momentum, s say. Thus we have j =1+-s.
Now the effect of the spin magnetic moments on the motion of the
electrons is small compared with the effect of the Coulomb forces and
may be neglected as a first approximation. With this approximation
the spin angular momentum of each electron is a constant of the
motion, there being no forces tending to change its orientation. Thus
s, and hence also 1, will be constants of the motion. The magnitudes,
l, s, and j say, of 1, s, and j will be given by

I3 = (B,
SHHE = (2+sd s+,
G+ = (g3t R,

3595.57 N
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corresponding to equation (39) of § 36. They commute with each
other, and from (47) of § 36 we see that with given numerical values
for I and s the possible numerical values for j are

l+s, l4+s—#, .. [l—s|

Let us consider a stationary state for which , s, and j have definite
numerical values in agreement with the above scheme. The energy
of this state will depend on I, but one might think that with neglect
of the spin magnetic moments it would be independent of s, and
also of the direction of the vector s relative to 1, and thus of j. It will
be found in Chapter IX, however, that the energy depends very much
on the magnitude s of the vector s, although independent of its
direction when one neglects the spin magnetic moments, on account
of certain phenomena arising from the fact that the electrons are
indistinguishable one from another. There are thus different energy-
levels of the system for each different value of [ and s. This means
that [ and s are functions of the energy, according to the general
definition of a function given in § 11, since the ! and s of a stationary
state are fixed when the energy of that state is fixed.

We can now take into account the effect of the spin magnetic
moments, treating it as a small perturbation according to the method
of § 43. The energy of the unperturbed system will still be approxi-
mately a constant of the motion and hence ! and s, being functions
of this energy, will still be approximately constants of the motion.
The directions of the vectors I and s, however, not being functions of
the unperturbed energy, need not now be approximately constants
of the motion and may undergo large secular variations. Since the
vector j is constant, the only possible variation of 1 and s is a pre-
cession about the vector j. We thus have an approximate model of
the atom consisting of the two vectors 1 and s of constant lengths
precessing about their sum j, which is a fixed vector. The energy is
determined mainly by the magnitudes of 1 and s and depends only
slightly on their relative directions, specified by j. Thus states with
the same ! and s and different j will have only slightly different
energy-levels, forming what is called a multiplet term.

Let us now take this atomic model as our unperturbed system and
suppose it to be subjected to a uniform magnetic field of magnitude A
in the direction of the z-axis. The extra energy due to this magnetic
field will consist of a term

eF[2me. (m,+Tio,), (41)
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like the last term in equation (89) of § 41, contributed by each
electron, and will thus be altogether

eH2me. Y (m,+Ho,) = e 2me. (I,42s,) = eH[2me.(j,+s,). (42)
This is our perturbing energy V. We shall now use the method of
§ 43 to determine the changes in the energy-levels caused by this V.
The method will be legitimate only provided the field is so weak that
V is small compared with the energy differences within a multiplet.

Our unperturbed system is degenerate, on account of the direction
of the vector j being undetermined. We must therefore take, from
the representative of ¥ in a Heisenberg representation for the un-
perturbed system, those matrix elements that refer to one particular
energy-level for their row and column, and obtain the eigenvalues of
the matrix thus formed. We can do this best by first splitting up V
into two parts, one of which is a constant of the unperturbed motion,
so that its representative contains only matrix elements referring to
the same unperturbed energy-level for their row and column, while
the representative of the other contains only matrix elements refer-
ring to two different unperturbed energy-levels for their row and
column, so that this second part does not affect the first-order per-
turbation. The term involving j, in (42) is a constant of the un-
perturbed motion and thus belongs entirely to the first part. For the
term involving s, we have

Sz(]:zc—l_]f/—l_jg) = jz(szjz+8yjy+szjz) +.(Szjx—jz Sz)jz+ (Szjy_—jz Sy)jy
or

Js
5 = gy A U R (oD = lrde—yad ) s M) (43)

where Vo = SJyp—JzSy = S by—1l8, = l,8,—1, 5, } (44)
Yy = Jz S:c_‘s‘zj:c. =1, Sz, la: =1, Sz_la: Sz

The first term in this expression for s, is a constant of the unperturbed
motion /and thus belongs entirely to the first part, while the second
term, as we shall now see, belongs entirely to the second part.

Corresponding to (44) we can introduce

: Ve = lpys,—1, 8,
It can now easily be verified that
Jz '}’x‘{"jy}’y"i"jz Y. =0

and from (30) of § 35

[jz’ 'J’z} =Yy [jm YU] = Y [jz> ')’z] = 0.
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These relations connecting j,, j,, j, and y,, v,,, v, are of the same form
as the relations connecting m,, m,, m, and z, y, z in the calculation
in § 40 of the selection rule for the matrix elements of z in a repre-
sentation with & diagonal. From the result there obtained that all
matrix elements of z vanish except those referring to two & values
differing by -+7%, we can infer that all matrix elements of y,, and
similarly of y, and y,, in a representation with j diagonal, vanish
except those referring to two j values differing by +47%. The coeffi-
cients of y, and y, in the second term on the right-hand side of (43)
commute with 7, so the representative of the whole of this term will
contain only matrix elements referring to two j values differing by
+7#, and thus referring to two different energy-levels of the unper-
turbed system.

Hence the perturbing energy V becomes, when we neglect that
part of it whose representative consists of matrix elements referring
to two different unperturbed energy-levels,

K (14 DI (o)
- 2me™* 2j(+%)
The eigenvalues of this give the first-order changes in the energy-
levels. We can make the representative of this expression diagonal
by choosing our representation such that 7, is diagonal, and it then
gives us directly the first-order changes in the energy-levels caused by
the magnetic field. This expression is known as Landé’s formula.
The result (45) holds only provided the perturbing energy V is small
compared with the energy differences within a multiplet. For larger
values of V a more complicated theory is required. For very strong
fields, however, for which V is large compared with the energy differ-
ences within a multiplet, the theory is again very simple. We may
now negleé’c altogether the energy of the spin magnetic moments for
the atom with no external field, so that for our unperturbed system
the vectors 1 and s themselves are constants of the motion, and not
merely their magnitudes ! and s. Our perturbing energy V, which is
still e /2me. (j,-+,), is now a constant of the motion for the unper-
turbed system, so that its eigenvalues give directly the changes in the
energy-levels. These eigenvalues are integral or half-odd integral
multiples of e #i/2me according to whether the number of electrons
in the atom is even or odd.

. (45)



VIII
COLLISION PROBLEMS

48. General remarks
Ix this chapter we shall investigate problems connected with a par-
ticle which, coming from infinity, encounters or ‘collides with’ some
atomic system and, after being scattered through a certain angle, goes
off to infinity again. The atomic system which does the scattering
we shall call, for brevity, the scatterer. We thus have a dynamical
system composed of an incident particle and a scatterer interacting
with each other, which we must deal with according to the laws of
quantum mechanics, and for which we must, in particular, calculate
the probability of scattering through any given angle. The scatterer
is usually assumed to be of infinite mass and to be at rest throughout
the scattering process. The problem was first solved by Born by a
method substantially equivalent to that of the next section. We must
take into account the possibility that the scatterer, considered as a
system by itself, may have a number of different stationary states
from infinity, it may be left in a different one when the particle goes
off to infinity again. The colliding particle may thus induce transi-
tions in the scatterer. '
The Hamiltonian for the whole system of scatterer plus particle
will not involve the time explicitly, so that this whole system will
have stationary states represented by periodic solutions of Schré-
dinger’s wave equation. The meaning of these stationary states
requires a little care to be properly understood. It is evident that
for any state of motion of the system the particle will spend nearly all
its time at infinity, so that the time average of the probability of the
particle being in any finite volume will be zero. Now for a stationary
state the probability of the particle being in a given finite volume,
like any other result of observation, must be independent of the time,
and hence this probability will equal its time average, which we have
seen is zero. Thus only the relative probabilities of the particle being
in different finite volumes will be physically significant, their absolute
values being all zero. The total energy of the system has a continuous
range of eigenvalues, since the initial energy of the particle can be
anything. Thus a ket, |s) say, corresponding to a stationary state,
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being an eigenket of the total energy, must be of infinite length. We
can see a physical reason for this, since if |s) were normalized and if
@ denotes that observable—a certain function of the position of
the particle—that is equal to unity if the particle is in a given finite
volume and zero otherwise, then {s|@|s)> would be zero, meaning that
the average value of @, i.e. the probability of the particle being in the
given volume, is zero. Such a ket |s) would not be a convenient one
to work with. However, with |s)> of infinite length, {(s|Q|s) can be
finite and would then give the relative probability of the particle
being in the given volume.

In picturing a state of a system corresponding to a ket |z) which
is not normalized, but for which <z|x) = n say, it may be convenient
to suppose that we have n similar systems all occupying the same
space but with no interaction between them, so that each one follows
out its own motion independently of the others, as we had in the
theory of the Gibbs ensemble in § 33. We can then interpret {(z|«|z),
where « is any observable, directly as the total « for all the » systems.
In applying these ideas to the above-mentioned |s) of infinite length,
corresponding to a stationary state of the system of scatterer plus
colliding particle, we should picture an infinite number of such sys-
tems with the scatterers all located at the same point and the particles
distributed continuously throughout space. The number of particles
in a given finite volume would be pictured as {s|@|s>, @ being the
observable defined above, which has the value unity when the particle
is in the given volume and zero otherwise. If the ket is represented
by a Schrodinger wave function involving the Cartesian coordinates
of the particle, then the square of the modulus of the wave function
could be interpreted directly as the density of particles in the picture.
One must remember, however, that each of these particles has its own
individual scatterer. Different particles may belong to scatterers in
different states. There will thus be one particle density for each state
of the scatterer, namely the density of those particles belonging to
scatterers in that state. This is taken account of by the wave function
involving variables describing the state of the scatterer in addition
to those describing the position of the particle.

For determining scattering coefficients we have to investigate
stationary states of the whole system of scatterer plus particle. For
instance, if we want to determine the probability of scattering in
various directions when the scatterer is initially in a given stationary

.
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state and the incident particle has initially a given velocity in a given
direction, we must investigate that stationary state of the whole
system whose picture, according to the above method, contains at
great distances from the point of location of the scatterers only
particles moving with the given initial velocity and direction and
belonging each to a scatterer in the given initial stationary state,
together with particles moving outward from the point of location
of the scatterers and belonging possibly to scatterers in various
stationary states. This picture corresponds closely to the actual state
of affairs in an experimental determination of scattering coefficients,
with the difference that the picture really describes only one actual
system of scatterer plus particle. The distribution of outward moving
particles at infinity in the picture gives us immediately all the infor-
mation about scattering coefficients that could be obtained by experi-
ment. For practical calculations about the stationary state described
by this picture one may use a perturbation method somewhat like
that of § 43, taking as unperturbed system, for example, that for
which there is no interaction between the scatterer and particle.

In dealing with collision problems, a further possibility to be taken
into consideration is that the scatterer may perhaps be capable of
absorbing and re-emitting the particle. This possibility arises when
there exists one or more states of absorption of the whole system, a
state of absorption being an approximately stationary state which
is closed in the sense mentioned at the end of § 38 (i.e. for which
the probability of the particle being at a greater distance than r from
the scatterer tends to zero as r —o0). Since a state of absorption is
only approximately stationary, its property of being closed will be
only a transient one, and after a sufficient lapse of time there will be
a finite probability of the particle being on its way to infinity.
Physically this means there is a finite probability of spontaneous
emission of the particle. The fact that we had to use the word
‘approximately’ in stating the conditions required for the phenomena
of emission and absorption to be able to occur shows that these condi-
tions are not expressible in exact mathematical language. One cangive
a meaning to these phenomena only with reference to a perturbation
method. They occur when the unperturbed system (of scatterer plus
particle) has stationary states that are closed. The introduction of the
perturbation spoils the stationary property of these states and gives
rise to spontaneous emission and its converse absorption.
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For calculating absorption and emission probabilities it is necessary
to deal with non-stationary states of the system, in contradistinction
to the case for scattering coefficients, so that the perturbation method
of § 44 must be used. Thus for calculating an emission coefficient
we must consider the non-stationary states of absorption described
above. Again, since an absorption is always followed by a re-emission,
it cannot be distinguished from a scattering in any experiment in-
volving a steady state of affairs, corresponding to a stationary state
of the system. The distinction can be made only by reference to a
non-steady state of affairs, e.g. by use of a stream of incident particles
that has a sharp beginning, so that the scattered particles will appear
immediately after the incident particles meet the scatterers, while
those that have been absorbed and re-emitted will begin to appear
only some time later. This stream of particles would be the picture
of a certain ket of infinite length, which could be used for calculating
the absorption coefficient.

49. The scattering coefficient

We shall now consider the calculation of scattering coefficients,
taking first the case when there is no absorption and emission, which
means that our unperturbed system has no closed stationary states.
We may conveniently take this unperturbed system to be that for
which there is no interaction between the scatterer and particle. Its
Hamiltonian will thus be of the form

E=H+4W, (1)

where H, is that for the scatterer alone and W that for the particle
alone, namely, with neglect of relativistic mechanies,

W = 1/2m.(p3+p;+p3). (2)
The perturbing energy V, assumed small, will now be a function of
the Cartesian coordinates of the particle z, y, 2, and also, perhaps,
of its momenta p,, p,, p,, together with dynamical variables describ-
ing the scatterer.

Since we are now interested only in stationary states of the whole
system, we use a perturbation method like that of § 43. Our unper-
turbed system now necessarily has a continuous range of energy-
levels, since it contains a free particle, and this gives rise to certain
modifications in the perturbation method. The question of the change
in the energy-levels caused by the perturbation, which was the main
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question of § 43, no longer has a meaning, and the convention in § 43
of using the same number of primes to denote nearly equal eigen-
values of £ and H now drops out. Again, the splitting of energy-
levels which we had in§ 43 when the unperturbed system is degenerate
cannot now arise, since if the unperturbed system is degenerate the
perturbed one, which must also have a continuous range of energy-
levels, will also be degenerate to exactly the same extent.

We again use the general scheme of equations developed at the
beginning of § 43, equations (1) to (4) there, but we now take our
unperturbed stationary state forming the zero-order approximation
to belong to an energy-level E’ just equal to the energy-level H' of
our perturbed stationary state. Thus the a’s introduced in the second
of equations (3) § 43 are now all zero and the second of equations
(4) there now reads (B'—E)|15 = V0. 3)
Similarly, the third of equations (4) § 43 now reads

(B'—E)|2) = V|1). )
We shall proceed to solve equation (3) and to obtain the scattering
coefficient to the first order. We shall need equation (4) in §51.

Let « denote a complete set of commuting observables describing
the scatterer, which are constants of the motion when the scatterer is
alone and may thus be used for labelling the stationary states of the
scatterer. This requires that H; shall commute with the o’s and be
a function of them. We can now take a representation of the whole
system in which the «’s and z, ¥, 2, the coordinates of the particle,
are diagonal. This will make H, diagonal. Let |0) be represented by
¢(xa’|0) and [1) by {(xXa'I1), the single variable X being written to
denote z, ¥, z and the prime being omitted from x for brevity. Also
the single differential d3x will be written to denote the product dedydz.
Equation (3), written in terms of representatives, becomes, with the
help of (1) and (2),

{B'—H(a')+%%2m . V3(xd/ [1) = Z { (x| V|x"a"y d3"(x"2"|0).

(3)
Suppose that the incident particle has the momentum p°® and that
the initial stationary state of the scatterer is «. The stationary state
of our unperturbed system is now the one for which p = p° and
« = o and hence its representative is

(R [0) == § .0 eHPO2IR, (6)
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This makes equation (5) reduce to

{B'—Hy(o)+12/2m. V(X' |1) = f (x| V| X000 d320 ¢i®* xR

or (4 V2)(xa u> —F, )
where k? = 2m#Ai—2{E'— H(«')} (8)
and F = omii=® | <Xoc'|V]X°(x°> 30 ¢io XU (9)

a definite function of z, ¥, z, and «’. We must also have
E' = Hya®)+p®%/2m. (10)
Our problem now is to obtain a solution (x«’|1) of (7) which, for
values of z, y, z denoting points far from the scatterer, represents
only outward moving particles. The square of its modulus, |(xa'|1)]2,
will then give the density of scattered particles belonging to scatterers
in the state o’ when the density of the incident particles is [(Xa0[0)[2,

which is unity. If we transform to polar coordinates r, 6, ¢, equation
(7) becomes

o 3
2, 7 —
k +672+ +rzs1n9 60 69+7“2 sm20 8gb2 O[> = F. (1)

Now F must tend to zero as r — o0, on account of the physical re-
quirement that the interaction energy between the scatterer and
particle must tend to zero as the distance between them tends to
infinity. If we neglect F' in (11) altogether, an approximate solution
for large r is (10|15 = u(Bpayr—1eir, 12)
where u is an arbitrary function of 8, ¢, and «’, since this expression
substituted in the left-hand side of (11) gives a result of order r-3.
When we do not neglect F, the solution of (11) will still be of the
form (12) for large , provided F tends to zero sufficiently rapidly as
r =00, but the function u will now be definite and determined by the
solution for smaller values of r.

For values o of the o’s such that k2, defined by (8), is positive, the
kin (12) must be chosen to be the positive square root of k2, in order
that (12) may represent only outward moving particles, i.e. particles
for which the radial component of momentum, which from § 38
equals p,—ifirt or —di(d/or+r-1), has a positive value. We now
have that the density of scattered particles belonging to scatterers in
state o, equal to the square of the modulus of (12), falls off with
increasing r &ccording to the inverse square law, as is physically
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necessary, and their angular distribution is given by [u(64a’)|2.
Further, the magnitude, P’ say, of the momentum of these scattered
particles must equal k%, the momentum 'being radial for large r,
so that their energy is equal to

P2 2 , , , od

S o B'— H(«") = Hy(o®)—Hy(« )+§77,’
with the help of (8) and (10). This is just the energy of an incident
particle, namely p°%/2m, reduced by the increase in energy of the
scatterer, namely Hy(a')—Hy(a?); in agreement with the law of con-
servation of energy. For values o’ of the «’s such that 42 is negative
there are no scattered particles, the total initial energy being insuffi-
cient for the scatterer to be left in the state o'.

We must now evaluate u(0éa’) for a set of values o for the o’s such
that k?is positive, and obtain the angular distribution of the scattered
particles belonging to scatterers in state o’. It is sufficient to evaluate
u for the direction # = 0 of the pole of the polar coordinates, since
this direction is arbitrary. We make use of Green’s theorem, which
states that for any two functions of position 4 and B the volume
integral J (AV2B—BV?4) d* taken over any volume equals the
surface integral J (AoBjon—BoAjon) dS taken over the boundary
of the volume, 8/on denoting differentiation along the normal to
the surface. We take

A = e~ikreos) B = {rfpa’|1>
and apply the theorem to a large sphere with the origin as centre.
The volume integrand is thus
e—tkrcost V2<7‘9¢oc' [1>—<(rfda’ | 1>vze—ilcrcosa
— e—ikrcos@(vz+k2)<rg¢a'l1> — g—thrcosd
from (7) or (11), while the surface integrand is, with the help of (12),
) 0 9 _.
—ikrcosf ~ ’ _ S = —ikrcos@
e : af(rl)daa [1>—rfda’| >6re
— p—ikrcost _i_l_ilf etk 43 % gikr]; g § g—ikrcost
r2 7 r
= thur-1(14 cos §)etkri~cosd)

with neglect of 7=2. Hence we gct

2m T
‘ e=threosi | @3y — f d¢ f 72sin § df.tkur—1(1+cos f)ekrd-cosd),
. 0 0 )



192 . COLLISION PROBLEMS § 49

the volume integral on the left being taken over the whole of space.
The right-hand side becomes, on being integrated by parts with
respect to 0,
2 T
f dé {[u(l—{—cos 9)ei"'(1—°°so)]g:g —_ f e""'(l‘““a’—a%[u(l +cos )] do}.
0 0
The second term in the {} brackets is of the order of magnitude of
r-1, as would be revealed by further partial integrations, and may
therefore be neglected. We are thus left with
2m
[ emikreosIF dp = —2 [ 4 w(0ga’) = —dmu(0ge),
) 0
giving the value of u(f¢a’) for the direction § = 0.
This result may be written

w(0at') = _(4ﬁ)—1f e—iPreostii 1 3y, (13)

since P’ = k#. If the vector p’ denotes the momentum of thescattered
electrons coming off in a certain direction (and is thus of magnitude
P’), the value of u for this direction will be

u(f'§'a) = —(4m)7 [ e HF P,

as follows from (13) if one takes this direction to be the pole of the
polar coordinates. This becomes, with the help of (9),

WO'P'e) = —(2m)mdi=? [ [ e~ P (xa |V ]x%0) dP® el
= —27mh{p'a'|V|p°%’), (14)

when one makes a transformation from the coordinates x to the
momenta p of the particle, using the transformation function (54)
of § 23. The single letter p is here used as a label for the three
components of momentum.

The density of scattered particles belonging to scatterers in state
o« is now given by |u(f'¢’'«’)|?/r2. Since their velocity is P’/m, the
rate at which these particles appear per unit solid angle about the
direction of the vector p’ will be P’/m.|u(f'¢'a’)|2. The density of
the incident particles is, as we have seen, unity, so that the number
of incident particles crossing unit area per unit time is equal to their
velocity P°/m, where PO is the magnitude of p°. Hence the effective
area that must be hit by an incident particle in order to be scattered
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in a unit solid angle about the direction p’ and then belong to a
scatterer in state o’ will be

P'IPO. [u(0'd's) |2 = 4m2m2h2 P[P0, |[{p'a’ |V |P%a® |2 (15)

This is the scattering coefficient for transitions «®— ' of the scatterer.
It depends on that matrix element (p’a’|V|p°?) of the perturbing
energy V whose column p%® and whose row p’a’ refer respectively to
the initial and final states of the unperturbed system, between which
the scattering transition process takes place. The result (15) is thus
in some ways analogous to the result (24) of § 44, although the
numerical coefficients are different in the two cases, corresponding
to the different natures of the two transition processes.

50. Solution with the momentum representation

The result (15) for the scattering coefficient makes a reference only
to that representation in which the momentum p is diagonal. One
would thus expect to be able to get a more direct proof of the result
by working all the time in the p-representation, instead of working
in the x-representation and transforming at the end to the p-repre-
sentation, as was done in § 49. This would not at first sight appear
to be a great improvement, as the lack of directness of the x-repre-
sentation method is offset by more direct applicability, it being
possible to picture the square of the modulus of the X-representative
of a state as the density of a stream of particles in process of being
scattered. The x-representation method has, however, other more
serious disadvantages. One of the main applications of the theory
of collisions is to the case of photons as.incident particles. Now a
photon is not a simple particle but has a polarization. It is evident
from classical electromagnetic theory that a photon with a definite
momentum, i.e. one moving in a definite direction with a definite
frequency, may have a definite state of polarization (linear, circular,
etc.), while a photon with a definite position, which is to be pictured
as an electromagnetic disturbance confined to a very small volume,
cannot have any definite polarization. These facts mean that the
polarization observable of a photon commutes with its momentum
but not with its position. This results in the p-representation method
being immediately applicable to the case of photons, it being only
necessary to introduce the polarizing variable into the representatives
and treat it along with the o’s describing the scatterer, while the
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x-representation method is not applicable. Further, in dealing with
photons, it is necessary to take relativistic mechanics into account.
This can easily be done in the p-representation method, but not so
easily in the x-representation method.

Equation (3) still holds with relativistic mechanics, but W is now
given by

W2/c? = m2c2+ P? = m2c*+p2+p5+p3 (16)
instead of by (2). Written in terms of p-representatives, equation (3)
gIves (B —H (o) = WKpa'|1> = (pa’[V]0),

p being written instead of p’ for brevity and W being understood as
a definite function of p,, p,, p, given by (16). This may be written

(W'—W)Xp' |1 = <(p'[V]0), (17)
where W' = E'—H{(') (18)

and is the energy required by the law of conservation of energy for
a scattered particle belonging to a scatterer in state o’. The ket |0}
is represented by (6) in the x-representation and the basic ket [p%?®)
is represented by

(X! [P0 = 8qn (X |PO) = Byypa h-Tel® I,

from the transformation function (54) of § 23. Hence

0> = A¥p%®, (19)
and equation (17) may be written
(W'—W)<pe[1) = hi(pa/|V|p®ar. (20)

We now make a transformation from the Cartesian coordinates
Dz Py» P, of P to its polar coordinates P, w, x, given by

p, = Pcosw, p, = Psinwcosy, p, = Psinwsiny.

If in the new representation we take the weight function P?sinw,
then the weight attached to any volume of p-space will be the same
as in the previous p-representation, so that the transformation will
mean simply a relabelling of the rows and columns of the matrices
without any alteration of the matrix elements. Thus (20) will become
in the new representation

(W' =W Paye |1y = hi{Pwxs'|V|P'wx%L, (21)

W being now a function of the single variable P.
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The coefficient of (Pwya’|1), namely W' —W, is now simply a
multiplying factor and not a differential operator as it was with the
X-representation method. We can therefore divide out by this factor
and obtain an explicit expression for (Pwya/[1>. When, however, o
is such that W', defined by (18), is greater than mc?, this factor will
have the value zero for a certain point in the domain of the variable
P, namely the point P = P’, given in terms of W’ by (16). The
function (Pwya’|1> will then have a singularity at this point. This
singularity shows that (Pwxa/|1) represents an infinite number of
particles moving about at great distances from the scatterers with
energies indefinitely close to W’ and it is therefore this singularity
that we have to study to get the angular distribution of the particles
at infinity.

The result of dividing out (21) by the factor W'—W is, according
to (13) of § 15,

(Pwyd |1y = hH{Pwya |V|Powx% (W' — W) +Awxa') (W' — W),
(22)
where ) is an arbitrary function of w, y, and o’. To give a meaning
to the first term on the right-hand side of (22), we make the conven-
tion that its integral with respect to P over a range that includes the
value P’ is the limit when e — 0 of the integral when the small
domain P’'—e to P’'+¢ is excluded from the range of integration.
This is sufficient to make the meaning of (22) precise, since we are
interested effectively only in the integrals of the representatives of
states when the representation has continuous ranges of rows and
columns. We see that equation (21) is inadequate to determine the
representative (Pwya’|1) completely, on account of the arbitrary
function A occurring in (22). We must choose this A such that
(Pwya'|1) represents only outward moving particles, since we want,_
the only inward moving particles to be those corresponding to |0).

Let us take first the general case when the representative (Pwy|>

of a state of the particle satisfies an equation of the type

(W' =W)X Puwx|> = f(Pwx), (23)
where f(Pwy) is any function of P, w, and x, and W’ is a number
greater than mc?, so that (Pwy|> is of the form

(Puwy|> = f(Pox)[(W'—W)+Mwx) S(W'=W), (24)

and let us determine now what A must be in order that {(Pwy|) may
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represent only outward moving particles. We can do this by trans-
forming (Pwy|> to the X-representation, or rather the (r64)-repre-
sentation, and comparing it with (12) for large values of . The
transformation funection is

<70¢IP‘”X> = h—teipx)ll — p—1piPricoswcos 0+sinwsinﬂcos(x—¢)]lﬁ;

For the direction § = 0 we find

<) 27 T
0|y = h-t f P2dp f dy f sinw da eiPreosoli¢ Puyy|>
0 0 0

7 ar 1 Prcos wlh w=1
=h—'}f P? dedX{—[eirw<Ple>} +
w=0
0 0

H i eiPrcoswll ) P
0
The second term in the { } brackets is of order 72, as may be verified
by further partial integrations with respect to w, and can therefore

be neglected. We are left with

© 27
041> = ih=4(2mr)2 [ P AP [ dy {e~iRrn( Pmy|y—eiPring POy 5}
0 0

= th—ty-1 f P dP {e=iPrIi{ Pry|y—eiPrii POy ). (25)
0

When we substitute for (Pwy|> its value given by (24), the first
term in the integrand in (25) gives

ihir-1 fP AP =PI f(Pry) [(W'— W) +A(my) S(W'— W)} (26)
0

The térm involving §(W’'— W) here may be integrated immediately
and gives, when one uses the relation PdP — W dW/c?, which
follows from (16),

ih~tc-2r-1 f W AW e~ Erii)(zmx)S(W'— W)
mca

= th~ic=2=1W'A(mry)e~1P 7l (27)
To integrate the other term in (26) we use the formula
H py iP P ¢ e~iPrin iP 0
f 9( )T),—_*—P = g(P') _p (28)

0 . 0
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with neglect of terms involving 71, for any continuous function g(P),

which formula holds since f K(P)e-tbrik g P is of order r-! for any
0

continuous function K(P) and since the difference
g(P)[(P'—P)—g(P")[(P'—P)
is continuous. The right-hand side of (28), when evaluated with
neglect of terms involving 7-1, and also with neglect of the small
domain P’'—e to P’'-¢ in the domain of integration, gives
> 0 e_iPr/ﬁ, AP P - ©
oP) [ G—pdP = g |

—0 —c0

GUP ~Pyrlhi
P'—P

=<}

— ig(P")e-iPrih f

-

sin(P'—P)r/fs ;

= "\e—iPtl
P tmg(P')e . (29)

In our present example g(P) is
g(P) = ih=r=2P f(Pmy)(P'—P)/(W'—W),
which has the limiting value when P = P,
g(P') = ih=r=\P'f(P'my)W'|P'c® = ih~tc 22 W'f(P'my).
Substituting this in (29) and adding on the expression (27), we obtain
the following value for the integral (26)

heto=2r W { = f(P'm) +iX{ry) e F I, (30)
Similarly the second term in the integrand in (25) gives

htc=2rAW'{—= f(P’0x)—iA(0x)}e EmIm, (31)
The sum of these two expressions is the value of (r0¢|> when 7 is

large.

We require that (r0¢|)> shall represent only outward moving
particles, and hence it must be of the form of a multiple of e*F7/".
Thus (30) must vanish, so that .

Nmy) = —in f(P'my). (32)
We see in this way that the condition that (r6|)> shall represent
only outward moving particles in the direction 6 = 0 fixes the value
of A for the opposite direction 6 = . Since the direction § = 0 or
w = 0 of the pole of our polar coordinates is not in any way singular,
we can generalize (32) to

Mawy) = —in f(P'wy), (33)

3595.57 0o
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which gives the value of A for an arbitrary direction. This value
substituted in (24) gives a result that may be written
(Paox |y = f(Pox){l/(W'—W)—in (W' — W)}, (34)
since one can substitute P’ for P in the coefficient of a term involving
8(W'—W) as a factor without changing the value of the term. T'he
condition that {(Pwy|> shall represent only outward moving particles s
thus that it shall contain the factor
{HY(W'—W)—in 8(W'— W)} (35)
It is interesting to note that this factor is of the form of the right-
hand side of equation (15) of § 15.
With X given by (33), expression (30) vanishes and the value of
{r0¢|> for large r is given by expression (31) alone, thus
rOd|y = —2mh—tc=2r-LW'f(P'0x)etE IR,
This may be generalized to
(rbp|> = —2mh~tc~2r—1W'f(P'wy)etP %,
giving the value of {r0¢|> for any direction 8, ¢ in terms of f(P'wy)
for the same direction labelled by w, y. This is of the form (12) with
w(0¢) = —2ah~tc2W'f(P'wy)
and thus represents a distribution of outward moving particles of
momentum P’ whose number is

c*P’ 4m2W'P’ ,
o ful? = T f(Pray) 2 (36)

per unit solid angle per unit time. This distribution is the one
represented by the (Pwy|> of (34).

From this general result we can infer that, whenever we have a
representative {Pwy|)> representing only outward moving particles
and satisfying an equation of the type (23), the number per unit solid
angle per unit time of these particles is given by (36). If this (Pwy|>
oceurs in a problem in which the number of incident particles is one
per unit volume, it will correspond to a scattering coefficient of
amount 2TIOTI! D7

e (Pl (57
It is only the value of the function f(Pwy) for the point P = P’ that
is of importance. -
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If we now apply this general theory to our equations (21) and
(22), we have

f(Pwy) = B Pwxd |V|PwO%%0.
Hence from (37) the scattering coefficient is
4m?h2WOW' P’ [c*PO. [{ P'wya |V | PPwx%a0) |2 (38)

If one neglects relativity and puts WOW’/c* = m2, this result reduces
to the result (15) obtained in the preceding section by means of
Green’s theorem.

51. Dispersive scattering

We shall now determine the scattering when the incident particle
is capable of being absorbed, that is, when our unperturbed system
of scatterer plus particle has closed stationary states with the particle
absorbed. The existence of these closed states for the unperturbed
system will be found to have a considerable effect on the scattering
for the perturbed system, and indeed an effect that depends very
much on the energy of the incident particle, giving rise to the pheno-
menon of dispersion in optics when the incident particle is taken to
be a photon.

We use a representation for which the basic kets correspond to
the stationary states of the unperturbed system, as was the case with
the p-representation of the preceding section. We take these station-
ary states to be the states (p’a’) for which the particle has a definite
momentum p’ and the scatterer is in a definite state o', together with
the closed states, k say, which form a separate discrete set, and
assume that these states are all independent and orthogonal. This
assumption is not accurate when the particle is an electron or atomic
nucleus, since in this case for an absorbed state k the particle will
still certainly be somewhere, so that one would expect to be able to
expand |k) in terms of the eigenkets |x'a’> of z, y, 2, and the o’s,
and hence also in terms of the |p’a’>’s. On the other hand, when the
particle is a photon it will no longer exist for the absorbed states,
which are then certainly independent of and orthogonal to the states
(p'«) for which the particle does exist. Thus the assumption is valid
in this case, which is an important practical one. )

Since we are concerned with scattering, we must still deal with -
stationary states of the whole system. We shall now, however, have
to work to the second order of accuracy, so that we cannot use merely
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the first-order equation (3), but must use also (4). Equation (3)
becomes, when written in terms of representatives in our present
representation,

(W'—=W)<pe/|1> = {p|V |0},
(B'—Ep)<k|1) = <k|V|0),

where W' is the function of E’ and the «’s given by (18) and E, is the
energy of the stationary state k of the unperturbed system. Similarly,
equation (4) becomes

(W' —W)<{pa|2) = (pa’| V|1,
(B'—E,)<k|2) = {k|V|L).

| o0

} (40)
Expanding the right-hand sides by matrix multiplication, we get
(W'—W){p'|2)

= 3 [P VID a7 (0| D)+ 3 (ool [V,

(B'— Bk 12> “h
=3 | <HIVID'S) dp" "1+ 3 <RIV <E 1.
The ket |0) is still given by (19), so (39) may be written

(W'—W)<po'[1) = hi{pa|V|p%L), (42)

(B'—E)<k|1> = R k|V |p°a®). (43)

We may assume that the matrix elements <%'|V|k"> of V vanish,
since these matrix elements are not essential to the phenomena under
investigation, and if they did not vanish it would mean simply that
the absorbed states £ had not been suitably chosen. We shall further
assume that the matrix elements (p’a’|V|p”«") are of the second order
of smallness when the matrix elements (&'|V|p"«"y, (p'a’|V|k"> are
taken to be of the first order of smallness. This assumption will be
justified for the case of photons in § 64. We now have from (43) and
(42) that (k|1 is of the first order of smallness, provided B’ does not
lie near one of the discrete set of energy-levels E,, and {(po/|1) is of
the second order. The value of (pa’|2) to the second order will thus
be given, from the first of equations (41), by

(W'—W)po'|2) = R kZ P VKK |V PO [(B' —Eye).
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The total correction in the wave function to the second order, namely
(po’[1) plus {(pa’|2), therefore satisfies

(W' —W){{pe|1>+<{pa’[2)}
= h{{p/|V[p%)+ g <pe! |V1kY<k|V %/ (E'— Ey)}-

This equation is of the type (23), provided o' is such that W’ > mc?,
which means that o’ as a final state for the scatterer is not incon-
sistent with the law of conservation of energy. We can therefore infer
from the general result (37) that the scattering coefficient is

4?2 WOW'P'|, ., , 0.0 (p'e |V k) <KV P
'—crﬁ)——<palvlp°‘>+z E'—Ek . (44)

The scattering may now be considered as composed of two parts,
a part that arises from the matrix element {p’«|V|p®®) of the per-
turbing energy and a part that arises from the matrix elements
(p'e|V]k) and {k|V|p®%?®y. The first part, which is the same as our
previously obtained result (38), may be called the direct scattering.
The second part may be considered as arising from an absorption of
the incident particle into some state k, followed immediately by a
re-emission in & different direction, and is like the transitions through
an intermediate state considered in § 44. The fact that we have to
add the two terms before taking the square of the modulus denotes
interference between the two kinds of scattering. There is no experi-
mental way of separating the two kinds, the distinction between
them being only mathematical.

52. Resonance scattering

Suppose the energy of the incident particle to be varied con-
tinuously while the initial state o® of the scatterer is kept fixed, so
that the total energy B’ or H’ varies continuously. The formula (44)
now shows that as E’ approaches one of the discrete set of energy-
levels E,, the scattering becomes very large. In fact, according to
formula (44) the scattering should be infinite when E’ is exactly equal
to an E,. An infinite scattering coefficient is, of course, physically
impossible, so that we can infer that the approximations used in
deriving (44) are no longer legitimate when E’ is close to an Ey. To
investigate the scattering in this case we must therefore go back to

the exact equa.tion (E’—E) IHI> — VIH,>
equation (2) of § 43 with B’ written for H’, and use a different method
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of approximating to its solution. This exact equation, written in
terms of representatives like (41), becomes

(W'—W)<{pa' |H">

=3 [ o |V Ip"a"> @p" (p'a [H'y+ 3 oo [ VK"K [H",
(B —EB)<k|H'>

=3 [[EVIp"a"y d*p" (p'a"|H'>+ 3 CkIV B> K [H.

Let us take one particular E,, and consider the case when £’ is close
to it. The large term in the scattering coefficient (44) now arises from
those elements of the matrix representing V that lie in row £ or in
column £, i.e. those of the type <k|V|pa'> or {pa’|V|k)>. The scatter-
ing arising from the other matrix elements of V is of a smaller order
of magnitude. This suggests that in our exact equations (45) we should
make the approximation of neglecting all the matrix elements of V
except the important ones, which are those of the type {po’|V|k) or
k|V|pa'>, where o' is a state of the scatterer that has not too much
energy to be disallowed as a final state by the law of conservation of
energy. These equations then reduce to

(W'—W)pa'|H") = (pa’|V[EXEIH",
(B'—E)Ck|H'y = 3 [ k| |pa’> d®p (per|H'),

the o summation being over those values of o’ for which W' given
by (18) is > mc? These equations are now sufficiently simple for us
to be able to solve exactly without further approximation.

From the first of equations (46) we obtain by division

(po|H'> = <po|V|ky<k|H /(W —W)+A(W'—W).  (47)
We must choose A, which may be any function of the momentum
p and o, such that (47) represents the incident particles corresponding
to |0 or k| p°a®) together with only outward moving particles. [The
representative of A} fp°®) is actually of the form AS(W’'—W), since
the conditions o’ = «® and p = p° for it not to vanish lead to
W' = E'—H(oa') = BE'—Hy(oa%) = W° = W.] Thus (47) must be
(po/|H") = h¥pa/|p)+
A+ [V kY <k H (LW — W) —im §(W'— W)}, (48)
and from the general formula (37) the scattering coefficient will be
4 WOW' P’ [het PO, |[<p'o |V kD |2|<k|H ) |2 (49)

(45)

(46)
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It remains for us to determine the value of (k|H'). We can do this
by substituting for (pa’|H’) in the second of equations (46) its value
given by (48). This gives
(1 — Bk H'y = ICk|V [t +

+<kIH"Y )_jf [<E|V|pa’ {1/ (W' — W)—im S(W'— W) d°p
= WX k|V |p°a®)+<k|H")(a—1b),
where a =3 | [<kIVIpa>[? dp/(W'— W) (50)

o

iy — 3 | [V [PPSOV W) &
=73 ”f [<k|V|Pwya'>|2 (W' —W)P2dPsinw dudy
=73 PWe? ” [<E|V| P wxa'>[2sin o dady. (51)

Thus e|H"y = hk|V|p°®)/(E'— Ep—a-1b). (52)
Note that @ and b are real and that b is positive.
This value for (k|H’) substituted in (49) gives for the scattering
coefficient

4n®h?WOW' P [Kp'o [V k) [*[<k[V | P%%) |2
cAP° (B'—EB,—a)*4-b* ’
One can obtain the total effective area that the incident particle
must hit in order to be scattered anywhere by integrating (53) over
all directions of scattering, i.e. by integrating over all directions of
the vector p’ with its magnitude kept fixed at P’, and then summing
over all o' that are to be taken into consideration, i.e. for which

W’ > mc?. This gives, with the help of (51), the result
4rh2WO  b|<k|V |p%P)|? (54)

2P (B’ —E,—a)*+4b%"

If we suppose E' to vary continuously through the value E, the
main variation of (53) or (54) will be due to the small denominator
(E'— E,—a)?+b% If we neglect the dependence of the other factors
in (53) and (54) on E’, then the maximum scattering will occur when
E’ has the value E,+a and the scattering will be half its maximum
when E differs from this value by an amount b. The large amount of
scattering that occurs for values of the energy of the incident particle
that make E’ nearly equal to B give rise to the phenomenon of an
absorption line. The centre of the line is displaced by an amount

(53)
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a from the resonance energy of the incident particle, i.e. the energy
which would make the total energy just E,, while the quantity b is
what is sometimes called the half-width of the line.

53. Emission and absorption

For studying emission and absorption we must consider non-
stationary states of the system and must use the perturbation method
of § 44. To determine the coefficient of spontaneous emission we must
take an initial state for which the particle is absorbed, corresponding
to a ket |k), and determine the probability that at some later time
the particle shall be on its way to infinity with a definite momentum.
The method of § 46 can now be applied. From the result (39) of that
section we see that the probability per unit time per unit range of w
and y, of the particle being emitted in any direction w’, ¥" with the
scatterer being left in state o' is

2t LW 'y o |V D2, (55)

provided, of course, that «’ is such that the energy W’, given by (18),
of the particle is greater than mc2. For values of «’ that do not satisfy
this condition there is no emission possible. The matrix element
(W'w'x'a"|V|k)> here must refer to a representation in which W, w, y,
and o are diagonal with the weight function unity. The matrix
elements of V appearing in the three preceding sections refer to a repre-
sentation in which p,, p,, p, are diagonal with the weight function
unity, or P, w, x are diagonal with the weight function PZ?sinw.
They would thus refer to a representation in which W, w, y are
diagonal with the weight function dP/dW .P?sinw = WP/[c? sinw.
Thus the matrix element (W'w'y'«’|V|k) in (85) is equal to
(W’'P'[c?.sinw’)}* times our previous matrix element (W'w'y'o |V k)
or {p'a'|V|k), so that (55) is equal to

27 W' P’

i c?

sinw’[<p'a’ |V [ED|%
The probability of emission per unit solid angle per unit time, with
the scatterer simultaneously dropping to state o', is thus

27_7 w' P’

7 c?

Kp'o [V [E) |2 (56)

To obtain the total probability per unit time of the particle being
emitted in any direction, with any final state for the scatterer, we
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must integrate (56) over all angles ', x" and sum over all states o’
whose energy Hy(«') is such that H(o')+fmec?* < Ej. The result is
just 2b/%, where b is defined by (51). There is thus this simple rela-
tion between the total emission coeffictent and the half-width b of the
absorption line.

Let us now consider absorption. This requires that we shall take
an initial state for which the particle is certainly not absorbed but is
incident with a definite momentum. Thus the ket corresponding to
the initial state must be of the form (19). We must now determine
the probability of the particle being absorbed after time ¢. Since our
final state % is not one of a continuous range, we cannot use directly
the result (39) of § 46. If, however, we take

[0> = [p%?, (57)
as the ket corresponding to the initial state, the analysis of §§ 44 and 46

is still applicable as far as equation (36) and shows us that the proba-
bility of the particle being absorbed into state k after time ¢ is
2|<k|V |p°®y |1 —cos{(E,— E')¢/h} ]/ (E,— E')>
This corresponds to a distribution of incident particles of density
h=3, owing to the omission of the factor 4! from (57), as compared
with (19). The probability of there being an absorption after time
¢t when there is one incident particle crossing unit area per unit time
is therefore
2R3WO[c2PO. [<k|V |p°®> |1 —cos{(E),— E')t/#}|/(E,— E')?. (58)

To obtain the absorption coefficient we must consider the incident
particles not all to have exactly the same energy W° = £'— H (o),
but to have a distribution of energy values about the correct value
E,,— H,(«) required for absorptidn. If we take a beam of incident
particles consisting of one crossing unit area per unit time per unit
energy range, the probability of there being an absorption after time
¢ will be given by the integral of (58) with respect to E’. This integral
may be evaluated in the same way as (37) of § 46 and is equal to

4mh2WO%[c2 PO, |<k|V | D%y 2. ‘
The probability per unit time of an absorption taking place with an

incident beam of one particle per unit area per unit time per unit
energy range is therefore

4mh2WO/c2 PO, <k |V |p%ad)[?, (59)
which is the absorption coefficient.
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The connexion between the absorption and emission coefficients
(59) and (56) and the resonance scattering coefficients calculated in
the preceding section should be noted. When the incident beam does
not consist of particles all with the same energy, but consists of a unit
distribution of particles per unit energy range crossing unit area per
unit time, the total number of incident particles with energies near
an absorption line that get scattered will be given by the integral
of (54) with respect to E’. If one neglects the dependence of the
numerator of (54) on E’, this integral will, since

o]

b ,
| #=p—amrt® =

have just the value (59). Thus the total number of scatiered particles
in the neighbourhood of an absorption line is equal to the total number
absorbed. We can therefore regard all these scattered particles as
absorbed particles that are subsequently re-emitted in a different
direction. Further, the number of particles in the neighbourhood of
the absorption line that get scattered per unit solid angle about a
given direction specified by p’ and then belong to scatterers in state
o will be given by the integral with respect to £’ of (53), which
integral has in the same way the value
2L2TV O P!
7 o Ve PRIV [ %

This is just equal to the absorption coefficient (59) multiplied by the
emission coefficient (56) divided by 2b/7%, the total emission coefficient.
This is in agreement with the point of view of regarding the resonance
scattered particles as those that are absorbed and then re-emitted,
with the absorption and emission processes governed independently
each by its own probability law, since this point of view would
make the fraction of the total number of absorbed particles that are
re-emitted in a unit solid angle about a given direction just the
emission coefficient for this direction divided by the total emission
coefficient.



IX
SYSTEMS CONTAINING SEVERAL SIMILAR PARTICLES

54. Symmetrical and antisymmetrical states

IF a system in atomic physics contains a number of particles of the
same kind, e.g. a number of electrons, the particles are absolutely
indistinguishable one from another. No observable change is made
when two of them are interchanged. This circumstance gives rise to
some curious phenomena in quantum mechanics having no analogue
in the classical theory, which arise from the fact that in quantum
mechanics a transition may occur resulting in merely the interchange
of two similar particles, which transition then could not be detected
by any observational means. A satisfactory theory ought, of course,
to count two observationally indistinguishable states as the same
state and to deny that any transition does occur when two similar
particles exchange places. We shall find that it is possible to reformu-
late the theory so that this is so.

Suppose we have a system containing » similar particles. We may
take as our dynamical variables a set of variables ¢, describing the
first particle, the corresponding set £, describing the second particle,
and so on up to the set £, describing the nth particle. We shall then
have the ¢’s commuting with the £’s for » 5 s. (We may require
certain extra variables, describing what the system consists of in
addition to the n similar particles, but it is not necessary to mention
these explicitly in the present chapter.) The Hamiltonian describing
the motion of the system will now be expressible as a function of the
&, &,y &, The fact that the particles are similar requires that the
Hoamiltonian shall be a symmetrical function of the &, &,,..., &y, 100 b
shall remain unchanged when the sets of variables ¢, are interchanged
or permuted in any way. This condition must hold, no matter what
perturbations are applied to the system. In fact, any quantity of
physical significance must be a symmetrical function of the £’s.

Let |a,>, |b:>,... be kets for the first particle considered as a dynami-
cal system by itself. There will be corresponding kets |a,», [b,),... for
the second particle by itself, and so on. We can get a ket for the
assembly by taking the product of kets for each particle by itself,
for example

@3> |05 g |gn> = |@y bgCa.n g (1)
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say, according to the notation of (65) of § 20. The ket (1) corresponds
to a special kind of state for the assembly, which may be described
by saying that each particle is in its own state, corresponding to its
own factor on the left-hand side of (1). The general ket for the
assembly is of the form of a sum or integral of kets like (1), and
corresponds to a state for the assembly for which one cannot say that
each particle is in its own state, but only that each particle is partly
in several states, in a way which is correlated with the other particles
being partly in several states. If the kets |a,>, |b;),... are a set of
basic kets for the first particle by itself, the kets |a,>, |b,),... will be
a set of basic kets for the second particle by itself, and so on, and the
kets (1) will be a set of basic kets for the assembly. We call the repre-
sentation provided by such basic kets for the assembly a symmetrical
representation, as it treats all the particles on the same footing.

In (1) we may interchange the kets for the first two particles and
get another ket for the assembly, namely

B> [as s> 9,> = |by @y Cq...g,>.

More generally, we may interchange the role of the first two particles
in any ket for the assembly and get another ket for the assembly.
The process of interchanging the first two particles is an operator
which can be applied to kets for the assembly, and is evidently a
linear operator, of the type dealt with in § 7. Similarly, the process
of interchanging any pair of particles is a linear operator, and by
repeated applications of such interchanges we get any permutation
of the particles appearing as a linear operator which can be applied
to kets for the assembly. A permutation is called an even permutation
or an odd permutation according to whether it can be built up from
an even or an odd number of interchanges.

A ket for the assembly | X is called symmetrical if it is unchanged
by any permutation, i.e. if

PIX5 = |X) (2)

for any permutation P. It is called antisymmetrical if it is unchanged
by any even permutation and has its sign changed by any odd

permutation, i.e. if P|Xy = +|X, ()

the + or — sign being taken according to whether P is even or odd.
The state corresponding te a symmetrical ket is called a symmetrical
state, and the state corresponding to an antisymmetrical ket is called
an antisymmetrical state. In a symmetrical representation, the repre-
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sentative of a symmetrical ket is a symmetrical function of the
variables referring to the various particles and the representative of
an antisymmetrical ket is an antisymmetrical function.

In the Schrodinger picture, the ket corresponding to a state of the
assembly will vary with time according to Schrédinger’s equation of
motion. If it is initially symmetrical it must always remain sym-
metrical, since, owing to the Hamiltonian being symmetrical, there
is nothing to disturb the symmetry. Similarly if the ket is initially
antisymmetrical it must always remain antisymmetrical. Thus a
state which is initially symmetrical always remains symmetrical and
a state which is initially antisymmetrical always remains antisym-
metrical. In consequence, it may be that for a particular kind of
particle only symmetrical states occur in nature, or only anti-
symmetrical states occur in nature. If either of these possibilities
held, it would lead to certain special phenomena for the particles in
question. .

Let us suppose first that only antisymmetrical states occur in
nature. The ket (1) is not antisymmetrical and so does not corre-
spond to a state occurring in nature. From (1) we can in general form
an antisymmetrical ket by applying all possible permutations to it
and adding the results, with the coefficient —1 inserted before those
terms arising from an odd permutation, so as to get

> £ Pla;bycs...9,), (4)

P
the + or — sign being taken according to whether P is even or odd.

The ket (4) may be written as a determinant

lay layy lag> . . . &y
(6> [b2> 6> - . . b
ley e e - o - [€n>
90> 192> 192> - - - |92

and its representative in a symmetrical representation is a determi-
nant. The ket (4) or (5) is not the general antisymmetrical ket, but
is a specially simple one. It corresponds to a state for the assembly
for which one can say that certain particle-states, namely the states
a,b,c,...,g, are occupied, but one cannot say which particle is in
which state, each particle being equally likely to be in any state. If
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two of the particle-states a,b,c,...,g are the same, the ket (4) or (5)
vanishes and does not correspond to any state for the assembly.
Thus two particles cannot occupy the same state. More generally, the
occupied states must be all independent, otherwise (4) or (5) vanishes.
This is an important characteristic of particles for which only anti-
symmetrical states occur in nature. It leads to a special statistics,
which was first studied by Fermi, so we shall call particles for which
only antisymmetrical states occur in nature fermions.

Let us suppose now that only symmetrical states occur in nature.
The ket (1) is not symmetrical, except in the special case when all the
particle-states a,b,c,...,g are the same, but we can always obtain a
symmetrical ket from it by applying all possible permutations to it
and adding the results, so as to get

g Pla,bycgy...q9,>. (6)

The ket (6) is not the general symmetrical ket, but is a specially
simple one. It corresponds to a state for the assembly for which one
can say that certain particle-states are occupied, namely the states
a,b,c,...,g, without being able to say which particle is in which state.
It is now possible for two or more of the states a,b,c,...,g to be the
same, so that two or more particles can be in the same state. In spite
of this, the statistics of the particles is not the same as the usual
statistics of the classical theory. The new statistics was first studied
by Bose, so we shall call particles for which only symmetrical states
occur in nature bosons.

We can see the difference of Bose statistics from the usual statistics
by considering a special case—that of only two particles and only two
independent states a and b for a particle. According to classical
mechanics, if the assembly of two particles is in thermodynamic
equilibrium at a high temperature, each particle will be equally likely
to be in either state. There is thus a probability % of both particles
being in state @, a probability 1 of both particles being in state b,
and a probability { of one particle being in each state. In the quan-
tum theory there are three independent symmetrical states for the
pair of particles, corresponding to the symmetrical kets |a,)|a,>,
161> 165>, and |ay > [bg>+ |a,> b, and describable as both particles in
state a, both particles in state b, and one particle in each state
respectively. For thermodynamic equilibrium at a high temperature
these three states are equally probable, as was shown in § 33, so that
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there is a probability } of both particles being in state a, a probability
1 of both particles being in state b, and a probability } of one particle
being in each state. Thus with Bose statistics the probability of two
particles being in the same state is greater than with classical statistics.
Bose statistics differ from classical statistics in the opposite direction
to Fermi statistics, for which the probability of two particles being
in the same state is zero.

In building up a theory of atoms on the lines mentioned at the
beginning of § 38, to get agreement with experiment one must assume
that two electrons are never in the same state. This rule is known as
Pauli’s exclusion principle. It shows us that electrons are fermions.
Planck’s law of radiation shows us that photons are bosons, as only the
Bose statistics for photons will lead to Planck’s law. Similarly, for
each of the other kinds of particle known in physics, there is experi-
mental evidence to show either that they are fermions, or that they
are bosons. Protons, neutrons, positrons are fermions, a-particles are
bosons. It appears that all particles occurring in nature are either
fermions or bosons, and thus only antisymmetrical or symmetrical
states for an assembly of similar particles are met with in practice.
Other more complicated kinds of symmetry are possible mathemati-
cally, but do not apply to any known particles. With a theory which
allows only antisymmetrical or only symmetrical states for a particu-
lar kind of particle, one cannot make a distinction between two states
which differ only through a permutation of the particles, so that the
transitions mentioned at the beginning of this section disappear.

55. Permutations as dynamical variables

We shall now build up a general theory for a system containing »
similar particles when states with any kind of symmetry properties
are allowed, i.e. when there is no restriction to only symmetrical or
only antisymmetrical states. The general state now will not be sym-
metrical or antisymmetrical, nor will it be expressible linearly in
terms of symmetrical and antisymmetrical states when n > 2. This
theory will not apply directly to any particles occurring in nature,
but all the same it is useful for setting up an approximate treatment
for an assembly of electrons, as will be shown in § 58.

We have seen that each permutation P of the n particles is a linear
operator which can be applied to any ket for the assembly. Hence
we can regard P as a dynamical variable in our system of » particles.
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There are n! permutations, each of which can be regarded as a
dynamical variable. One of them, P, say, is the identical permutation,
which is equal to unity. The product of any two permutations is a
third permutation and hence any function of the permutations is
reducible to a linear function of them. Any permutation P has a
reciprocal P-! satisfying

PP-1=P-1P = P, = 1.

A permutation P can be applied to a bra (X| for the assembly,
to give another bra, which we shall denote for the present by P(X|.
If P is applied to both factors of the product (X|Y), the product
must be unchanged, since it is just a number, independent of any
order of the particles. Thus

(PXN)P|Y) = XY
showing that PX| = (X |P? (7)
Now P(X]| is the conjugate imaginary of P|X) and is thus equal to
(X|P, and hence from (7) o
P =P (8)
Thus a permutation is not in general a real dynamical variable, its
conjugate complex being equal to its reciprocal.

Any permutation of the numbers 1, 2, 3,..., n may be expressed in
the cyclic notation, e.g. with n = 8 '

F, = (143)(27)(58)(6), (9)

in which each number is to be replaced by the succeeding number in
a bracket, unless it is the last in a bracket, when it is to be replaced
by the first in that bracket. Thus P, changes the numbers 12345678
into 47138625. The type of any permutation is specified by the
partition of the number n which is provided by the number of num-
bers in each of the brackets. Thus the type of P, is specified by the
partition 8 = 3422+ 1. Permutations of the same type, i.e. corre-
sponding to the same partition, we shall call similar. Thus, for
example, P, in (9) is similar to

P, = (871)(35)(46)(2). (10)

The whole of the n! possible permutations may be divided into sets
of similar permutations, each such set being called a class. The per-
mutation P, = 1 forms a class by itself. Any permutation is similar
to its reciprocal.
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When two permutations P, and £, are similar, either of them B,
may be obtained by making a certain permutation P, in the other
P,. Thus, in our example (9), (10) we can take P, to be the permuta-
tion that changes 14327586 into 87135462, i.e. the permutation

P, = (18623)(475).
Different ways of writing P, and P, in the c¢yclic notation would lead
to different P,’s. Any of these P,’s applied to the product F,|X)
would change it into B,. P,|X), i.e.

Hence B, =P, P, P, (11)
which expresses the condition for P, and F, to be similar as an

algebraic equation. The existence of any P, satisfying (11) is suffi-
cient to show that P, and P, are similar.

56. Permutations as constants of the motion

Any symmetrical function ¥ of the dynamical variables of all the
particles is unchanged by the application of any permutation P, so
P applied to the product V|X) affects only the factor | X, thus

PV|X> = VP|X>.

Hence PV =VP, (12)
showing that a symmetrical function of the dynamical variables com-
mutes with every permutation. The Hamiltonian is a symmetrical
function of the dynamical variables and thus commutes with every
permutation. It follows that each permutation is a constant of the
motion. This holds even if the Hamiltonian is not constant. If |Xt)
is any solution of Schrédinger’s equation of motion, P|X¢) is another.

In dealing with any system in quantum mechanics, when we have
found a constant of the motion «, we know that if for any state of
motion, « initially has the numerical value ', then it always has this
value, so that we can assign different numbers o' to the different
states and so obtain a classification of the states. The procedure is
not so straightforward, however, when we have several constants of
the motion « which do not commute (as is the case with our permuta-
tions P), since we cannot in general assign numerical values for all
the o’s simultaneously to any state. Let us first take the case of a
system whose Hamiltonian does not involve the time explicitly. The
existence of constants of the motion « which do not commute is

then a sign that the system is degenerate. This is because, for a
3595.57 P
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non-degenerate system, the Hamiltonian H by itself forms a complete
set of commuting observables and hence, from Theorem 2 of § 19, each
of the o’s is a function of H and therefore commutes with any other «.

We must now look for a function B of the o’s which has one and
the same numerical value 8’ for all those states belonging to one
energy-level H', so that we can use g for classifying the energy-levels
of the system. We can express the condition for B by saying that it
must be a function of H and must therefore commute with every
dynamical variable that commutes with H, i.e. with every constant
of the motion. If the o’s are the only constants of the motion, or if
they are a set that commute with all other independent constants of
the motion, our problem reduces to finding a function B of the o’s
which commutes with all the o’s. We can then assign a numerical
value B’ for B to each energy-level of the system. If we can find
several such functions B, they must all commute with each other, so
that we can give them all numerical values simultaneously. We ob-
tain thus a classification of the energy-levels. When the Hamiltonian
involves the time explicitly one cannot talk about energy-levels, but
" the B’s will still give a useful classification of the states.

We follow this method in dealing with our permutations P. We
must find a function x of the P’s such that PyP-1 = y for every P.
It is evident that a possible x is 3 P, the sum of all the permutations
in a certain class ¢, i.e. the sum of a set, of similar permutations, since
2 PP, P~ must consist of the same permutations summed in a differ-
ent order. There will be one such y for each class. Further, there can
be no other independent y, since an arbitrary function of the P’s can
be expressed as a linear function of them with numerical coefficients,
and it will not then commute with every P unless the coefficients of
similar P’s are always the same. We thus obtain all the x’s that can
be used for classifying the states. It is convenient to define each X as
an average instead of a sum, thus

Xe = nc_l Z ‘Pc’
- where n, is the number of P’s in the class ¢. An alternative expression
for y, is Xe = n!-1S PP, P-1, (13)
p=

the sum being extended over all the n! permﬁtations P, it being easy
to verify that this sum contains each member of the class ¢ the same
number of times. For each permutation P there is one x> x(P) say,
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equal to the average of all permutations similar to P. One of the
X’sis x(B) = L

The constgnts of the motion y;, Xs,---, X, Obtained in this way will
each have a definite numerical value for every stationary state of the
system, in the case when the Hamiltonian does not involve the time
explicitly, and also in the general case can be used for classifying
the states, there being one set of states for every permissible set of
numerical values xi, ¥s,--» Xon fOT the yx’s. Since the x’s are always
constants of the motion, these sets of states will be exclusive, i.e.
transitions will never take place from a state in one set to a state in
another.

The permissible sets of values x’ that one can give to the x’s are
limited by the fact that there exist algebraic relations between the
x’s. The product of any two x’s, x, x,, is of course expressible as
a linear function of the P’s, and since it commutes with every P it
must be expressible as a linear function of the x’s, thus

Xp Xg = @1 X170 Xo T+ Xoms (14)

where the a’s are numbers. Any numerical values x that one gives
to the y’s must be eigenvalues of the y’s and must satisfy these same
algebraic equations. For every solution y' of these equations there
is one exclusive set of states. One solution is evidently y; = 1 for
every x,, giving the set of symmetrical states. A second obvious
solution, giving the set of antisymmetrical states, is x, = 4-1, the
+ or — sign being taken according to whether the permutations in
the class p are even or odd. The other solutions may be worked out
in any special case by ordinary algebraic methods, as the coefficients
a in (14) may be obtained directly by a consideration of the types
of permutation to which the x’s concerned refer. Any solution is,
apart from a certain factor, what is called in group theory a character
of tke group of permutations. The x’s are all real dynamical variables,
since each P and its conjugate complex P-1 are similar and will occur
added together in the definition of any y, so that the x"’s must be all
real numbers.

The number of possible solutions of the equations (14) may easily
be determined, since it must equal the number of different eigen-
values of an arbitrary function B of the y’s. We can express B as
a linear function of the x’s with the help of equations (14); thus

B = by x1+bs X+ -+ Xon- (15)
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Similarly, we can express each of the quantities B2, B3,..., B™ as a
linear function of the x’s. From ‘the m equations thus obtained,
“together with the equation x(P,) = 1, we can eliminate the m un-
knowns y;, Xg.--» Xm, Obtaining as result an algebraic equation of
degree m for B,

Bmc, Bn-l4-¢c, B"~2 .. +¢,, = 0.

The m solutions of this equation give the m possible eigenvalues
for B, each of which will, according to (15), be a linear function of b,
by,..., b,, whose coefficients are a permissible set of values x7, xas--» Xim-
The sets of values x' thus obtained must be all different, since if
there were fewer than m different permissible sets of values x for the
x’s, there would exist a linear function of the y’s every one of whose
eigenvalues vanishes, which would mean that the linear function itself
vanishes and the y’s are not linearly independent. Thus the number of
permissible sets of numerical values for the x’s is just equal tom, which
is the number of classes of permutations or the number of partitions
of n. This number is therefore the number of exclusive sets of states.

All dynamical variables of physical importance and all observable
quantities are symmetrical between the particles and thus commute
with all the P’s. Thus the only functions of the P’s of physical
importance are the x’s. The states corresponding to |x’> and to
S(P)|x'>, where |x'> is any eigenket of the x’s belonging to the eigen-
values x’ and f(P) is any function of the P’s such that f(P)|x’> # 0,
are observationally indistinguishable and are thus physically equiva-
lent. There is a definite number, n(x’) say, of independent kets which
can be formed by multiplying |x'> by functions of the P’s, which
number depends only on the x”s. It is the number of rows and
columns in a matrix representation of the P’s in which each y is
equal to x". If [x’) corresponds to a stationary state, n(x’) will be
its degree of degeneracy (so far as concerns degeneracy caused by the
symmetry between the particles). Thisdegeneracy cannot beremoved
by any perturbation that is symmetrical between the particles.

57. Determination of the energy-levels

Let us apply the perturbation method of § 43 and make a first-order
calculation of the energy-levels in the case when the Hamiltonian
does not involve the time explicitly. We suppose that for our unper-
turbed stationary states of the assembly each of the similar particles
has its own individual state. With n particles, we shall have n of
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these states, corresponding to kets |al), |a®),..., |a") say, which we
assume for the present to be all orthogonal. The ket for the assembly
is then X5 = [abd[ed)... |, (16)

like (1) with ol, o2,... instead of a, b,.... If we apply any permutation
P to it we get another ket

PIX) = |og)|ag)...[oz) (17)
say, 7, S,..., 2 being some permutation of the numbers 1, 2,..., »,
corresponding to another stationary state of the assembly with the
same energy. There are thus altogether n! unperturbed states with
this energy, if we assume there are no other causes of degeneracy.
According to the method of § 43 when the unperturbed system is
degenerate, we must consider those elements of the matrix represent-
ing the perturbing energy V that refer to two states with the same
energy, i.e. those of the type (X|F, VF;|X). These will form a matrix
with n! rows and columns, whose eigenvalues are the first-order
corrections in the energy-levels.

We must now introduce another kind of permutation operator
which can be applied to kets of the form (17), namely a permutation
which acts on the indices of the «’s. We denote such a permutation
operator by P*. The essential difference between the P’s and the
P~’s may be seen in the following way. Let us consider a permutation
in the general sense, say that consisting of the interchange of 2 and 3.
This may be interpreted either as the interchange of the objects 2 and
3 or as the interchange of the objects in the places 2 and 3, these two
operations producing in general quite different results. The first of
these interpretations is the one that gives the operators P, the objects
concerned being the similar particles. A permutation P can be
applied to an arbitrary ket for the assembly. A permutation with the
second interpretation has a meaning, however, only when applied
to a ket of the form (17), for which each of the particles is in a ‘place’
specified by an «, or to a sum of kets of the form (17). A permutation
P may be considered as an ordinary dynamical variable. A permuta-
tion P* may be considered as a dynamical variable in a restricted
sense, valid when one is dealing only with states obtainable by super-
position of the various states (17). This is the case for our present
perturbation problem.

We can form algebraic functions of the P* which will be other
operators applicable to kets of the form (17). In particular we can
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form x(P3), the average of all P¥’s in a certain class ¢. This must
equal y(P,), the average of the permutation operators P in the same
class, since the total set of all permutations in a given class must
evidently be the same whether the permutations are applied to the
particles or to the places the particles are in. Any P commutes with

o
any P, ie. P, Py — PYP,. (18)

By labelling the «’s by the same numbers 1, 2, 2,..., » which label
the particles, we set up a one-one correspondence between the «’s and
the particles, so that given any permutation P, applying to the par-

ticles, we can give a meaning to the same permutation P¥ applying
to the o’s. This meaning is such that, for the ket |X> given by (16),

PR |X) = |XD. (19)
Since the various kets |al), |a®),... are orthogonal, |[X> and P|X) are
orthogonal unless P = 1. It follows that, for any coefficients cp,

3 (X |PUE|X) = cp, (20)

provided |X) is normalized, the summation being over all the n!
permutations P or P%, with P, fixed. Now define 7, by _

Vp = (X|VP|X). (21)
We then have, for any two permutations P, and P,
KXI|F,VE|X) = X|VFE,F,|X) = Vp,p,
= SV X|PR.EX>

with the help of (20). From (18) this gives
(XIP.VE|X> = 3 o (X|E, P, X>. (22)

We may write this result as

VSV P (23)
P

where the sign ~ means an equation in a restricted sense, the
operators on the two sides being equal so long as they are used only
with kets of the form P|X) and their conjugate imaginary bras.
The formula (23) shows that the perturbing energy V is equal, in
the restricted sense, to a linear function of the permutation operators
P> with coefficients V5 given by (21). The restricted sense is adequate
for the calculation of the first-order correction in the energy-levels,
as this calculation involves only those matrix elements of V given by
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(22). The formula (23) is a very convenient one because the expression
on its right-hand side is easily handled.

As an example of an application of (23) we shall determine the
average energy of all those states, arising from the unperturbed state
(16), that belong to one exclusive set. This requires us to calculate
the average eigenvalue of V for those states (17) for which the x’s
have specified numerical values y’. Now the average eigenvalue of
P2 for any of these states equals that of P*Pj(P*)-! for arbitrary
P2 and thus equals that of n!—lg PopPP*)-1 which is x'(P%) or

x'(P,). Hence the average eigenvalue of V is 3 Vp x'(P). A similar
P

a.

method could be used for calculating the average eigenvalue of any
function of V, it being necessary only to replace each P* by x'(P) to
perform the averaging.

The number of energy-levels in an exclusive set y = x’ that arise
from a given state of the unperturbed system is equal to the number
of eigenvalues of the right-hand side of (23) that are consistent with
the equations x = x'. This number is the number n(x’) introduced
at the end of the preceding section, and is thus just the degree of
degeneracy of the states in this set.

We have assumed that the individual kets [a!), |«2,... which deter-
mine the unperturbed state according to (16) are all orthogonal. The
theory can easily be extended to the case when some of these kets are
equal, any two that are not equal being still restricted to be orthogonal.
We now have some permutations P* such that P¥|X) = |X},
namely those permutations which involve only interchanges of
equal o’s. Equation (20) will now hold if the summation is extended
only over those P’s which make-P*| X different. With this change
in the meaning of 129:’ all the previous equations still hold, including

the result (23). For the present |X) there will be restrictions on the
possible numerical values of the y’s, e.g. they cannot have those
values corresponding to [X) being antisymmetrical.

58. Application to electrons

Let us consider the case when the similar particles are electrons.
This requires, according to Pauli’s exclusion principle discussed in
§ 54, that we take into account only the antisymmetrical states. It
is now necessary to make explicit reference to the fact that electrons
have spins, which show themselves through an angular momentum
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and a magnetic moment. The effect of the spin on the motion of
an electron in an electromagnetic field is not very great. There
are additional forces on the electron due to its magnetic moment,
requiring additional terms in the Hamiltonian. The spin angular
momentum does not have any direct action on the motion, butit comes
into play when there are forces tending to rotate the magnetic moment,
since the magnetic moment and angular momentum are constrained
to be always in the same direction. In the absence of a strong
magnetic field these effects are all small, of the same order of magni-
tude as the corrections required by relativistic mechanics, and there
would be no point in taking them into account in a non-relativistic
theory. Theimportance of the spin lies not in these small effects on the
motion of the electron, but in the fact that it gives two internal states
to the electron, corresponding to the two possible values of the spin
component in any assigned direction, which causes a doubling in the
number of independent states of an electron. This fact has far-reaching
consequences when combined with Pauli’s exclusion principle.

In dealing with an assembly of electrons we have two kinds of
dynamical variables. The first kind, which we may call the orbital
variables, consists of the coordinates z, y, z of all the electrons and
their conjugate momenta p,, p,, p.. The second kind consists of the
spin variables, the variables o, ¢,, 0., as introduced in § 37, for all
the electrons. These two kinds of variables belong to different degrees
of freedom. According to §§ 20 and 21, a ket fixing the state of the
whole system may be of the form |4)|B), where |4 is a ket referring
to the orbital variables alone and |B) is a ket referring to the spin
variables alone, and the general ket fixing a state of the whole system
is a sum or integral of kets of this form. This way of looking at things
enables us to introduce two kinds of permutation operators, the first
kind, P= say, applying to the orbital variables only and operating
only on the factor [4) and the second kind, P say, applying only
to the spin variables and operating only on the factor |B). The P*’s
and P’s can each be applied to any ket for the whole system, not
merely to certain special kets, like the P*’s of the preceding section.
The permutations P that we have had up to the present apply to all
the dynamical variables of the particles concerned, so for electrons
they will apply to both the orbital and the spin variables. This means
that each P, equals the product

P, = PZPe. (24)
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We can now see the need for taking the spin variables into account
when applying Pauli’s exclusion principle, even if we neglect the spin
forces in the Hamiltonian. For any state occurring in nature each
P, must have the value 41, according to whether it is an even or
an odd permutation, so from (24)

PP = 41, (25)

The theory of the three preceding sections would become trivial if
applied directly to electrons, for which each P, = 41. We may,
however, apply it to the P* permutations of electrons. The P°’s are
constants of the motion if we neglect the terms in the Hamiltonian
that arise from the spin forces, since this neglect results in the
Hamiltonian not involving the spin dynamical variables o at all. The
P¥s must then also be constants of the motion. We can now intro-
duce new x’s, equal to the average of all of the P*’s in each class, and
assert that for any permissible set of numerical values x’ for these x’s
there will be one exclusive set of states. Thus there exist exclusive sets
of states for systems containing many electrons even when we restrict
ourselves to a consideration of only those states that satisfy Pauli’s
principle. The exclusiveness of the sets of states is now, of course,
only approximate, since the x’s are constants only so long as we
neglect the spin forces. There will actually be a small probability for
a transition from a state in one set to a state in another.

Equation (25) gives us a simple connexion between the P*’s and
Ps, which means that instead of studying the dynamical variables
Pz we can get all the results we want, e.g. the characters yx’, by
studying the dynamical variables P°. The P”’s are much easier to
study on account of there being only two independent states of spin
for each electron. This fact results in there being fewer characters x’
for the group of permutations of the o-variables than for the group
of general permutations, since it prevents a ket in the spin variables
from being antisymmetrical in more than two of them.

The study of the P°’s is made specially easy by the fact that we
can express them as algebraic functions of the dynamical variables .
Consider the quantity

013 = ${1+041020+0,10ya 10,1 0,5} = FH1+(04, 65)}
With the help of equations (50) and (51) of § 37 we find readily that
(61, 02) = (01 0ot 041 0yp+0:10:2)* = 3—2(0y, 6y), (26)
and hence that
0.3 = #{1+2(oy, 65)+(01,8)% = L. (27)
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Again, we find
013041 = 3oz t0m—io, 0y 10, 0.0},
0z2 O1p = Hoge+ 05110y, 0,5—l0, Oya}
and hence 0150, = 04501
Similar relations hold for o, and o, so that we have
0120, = 0,0y,
or 0,50, 03! = o,.
From this we can obtain with the help of (27)
0150, 03! = oy
These commutation relations for 0,, with 6, and o, are precisely the

same as those for Py,, the permutation consisting of the interchange
of the spin variables of electrons 1 and 2. Thus we can put

J— [
0y = c Py,

where ¢ is a number. Equation (27) shows that ¢ = +1. To deter-
mine which of these values for c¢ is the correct one, we observe that
the eigenvalues of P{,are 1, 1,1, —1, corresponding to the fact that
there exist three independent symmetrical and one antisymmetrical
state in the spin variables of two electrons, namely, with the notation
of § 37, the states represented by the three symmetrical functions
Jaoloz) fuloz2)s fﬁ((";ﬂfﬁ(‘f;z): fa(a';ﬂfﬁ(o';z)+fﬁ(0.’z1)fa(alzz): and the one
antisymmetrical function fo(o7;) fg(07e) —fp(021) fal0%s). Thus the mean
of the eigenvalues of P, is . Now the mean of the eigenvalues of
(01, 6,) is evidently zero and hence the mean of the eigenvalues of 0,,
is 3. Thus we must have ¢ = +1, and so we can put
PP, = }{14(oy, 0,)} (28)
In this way any permutation P? consisting simply of an interchange
can be expressed as an algebraic function of the o’s. Any other per-
mutation P? can be &xpressed as a product of interchanges and can
therefore also be expressed as a function of the ¢’s. With the help of
(25) we can now express the P’s as algebraic functions of the ¢’s and
eliminate the P”’s from the discussion. We have, since the — sign
must be taken in (25) when the permutations are interchanges and
since the square of an interchange is unity,

P = —%{l—l—(cl,oz)}. (29)

The formula (29) may conveniently be used for the evaluation of
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the characters x” which define the exclusive sets of states. We have,
for example, for the permutations consisting of interchanges,

X1z = x(Ph) = —%{1+m?;—r)r;t (o, O't)}-

If we introduce the dynamical variable s to describe the magnitude of
the total spin angular momentum, ;Z o, in units of #, through the

formula
s(s+1) ( z G, 3 ; cxt),
in agreement with (39) of § 36, we have '
2 Z Oy Gl (2 O Z ) ; (Gw O'r)

= 4s(s+1)—3n.

1 4s(s+1)—3n n(n—4)+4s(s+1)
X1z = —i{l n(n—l)—) - 2n(n—1) ) (30)

Thus y;, is expressible as a function of the dynamical variable s and
of n the number of electrons. Any of the other yx’s could be evaluated
on similar lines and would have to be a function of s and » only, since
there are no other symmetrical functions of all the ¢ dynamical
variables which could be involved. There is therefore one set of
numerical values x’ for the x’s, and thus one exclusive set of states,
for each eigenvalue s” of s. The eigenvalues of s are

Hence

Dol

n, in—1, In—2, ..,
the series terminating with 0 or %.

We see in this way that each of the stationary states of a system
with several electrons is an eigenstate of s, the magnitude in units of
% of the total spin angular momentum % > o,, belonging to a definite

r

eigenvalue s’. For any given s’ there will be 2s'4-1 possible values
for a component of the total spin vector in any direction and these
will correspond to 25”41 independent stationary states with the same
energy. When we do not neglect the forces due to the spin magnetic
moments these 25’41 states will in general be split up into 2s'+1
states with slightly different energies, and will thus form a multiplet
of multiplicity 2s’+1. Transitions in which s’ changes, i.e. transitions
from one multiplicity to another, cannot occur when the spin forces
are neglected and will have only a small probability of occurrence
when the spin forces are not neglected.
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We can determine the energy-levels of a system with several
electrons to the first approximation by applying the theory of the
preceding section with the kets |o) referring only to the orbital
variables and using formula (23). If we consider only the Coulomb
forces between the electrons, then the interaction energy V will
consist of a sum of parts each referring to only two electrons, which
will result in all the matrix elements ¥, vanishing except those for
which P is the identical permutation or is simply an interchange of
two electrons. Thus (23) will reduce to

V =G+ SV, Py, (31)
r<s8

V., being the matrix element referring to the interchange of electrons
r and s. Since the P¥s have the same properties as the P*’s, any
function of the P*’s will have the same eigenvalues as the corre-
sponding function of the P=%’s, so that the right-hand side of (31)
will have the same eigenvalues as

n+ 2 Ve Pre

r<s8

or R—1 3 Vll+ (o 0} ' (32)

from (29). The eigenvalues of (32) will give the first-order corrections
in the energy-levels. The form of (32) shows that a model which
assumes a coupling energy between the spins of the various electrons,
of magnitude —3V, (o,,5,) for the electrons in the r and s orbital
states, would meet with a fair amount of success. This coupling
energy is much greater than that of the spin magnetic moments. Such
models of the atom were in use before the justification by quantum
mechanics was obtained.

We may have two of the orbital states of the unperturbed system
the same, i.e. the kets |o") in the orbital variables for two electrons
may be the same. Suppose |a!) and |a?) are the same. Then we must
take only those eigenvalues of (31) that are consistent with P$, = 1,
or those eigenvalues of (32) that are consistent with Pf, =1 or
P?, = —1. From (28) this condition gives (o;,0,) = —3, so that
(0,+06,)% = 0. Thus the resultant of the two spins &; and o, is zero,
which may be interpreted as the spins o, and o, being antiparallel.
Thus we may say that two electrons in the same orbital state have
their spins antiparallel. More than two electrons cannot be in the
same orbital state.
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THEORY OF RADIATION
59. An assembly of bosons
Wz consider a dynamical system composed of «' similar particles.
We set up a representation for one of the particles with discrete basic
kets o@D, [a®), |a®D,.... Then, as explained in § 54, we get a sym-

metrical representation of the assembly of «’ particles by taking as
basic kets the products

lof> o> |ag) - [od> = [of of of...0) (1)
in which there is one factor for each particle, the suffixes 1, 2, 3,..., %’
of the o’s being the labels of the particles and the indices a, b, ¢,..., ¢
denoting indices @, @, @, in the basic kets for one particle. If the
particles are bosons, so that only symmetrical states occur in nature,
then we need to work with only the symmetrical kets that can be
constructed from the kets (1). The states corresponding to these
symmetrical kets will form a complete set of states for the assembly
of bosons. We can build up a theory of them as follows.

We introduce the linear operator S defined by
S =u'l"*t3 P, (2)
the sum being taken over all the u’! permutations of the ' particles.
Then S applied to any ket for the assembly gives a symmetrical ket.
We may therefore call S the symmetrizing operator. From (8) of §55
it is real. Applied to the ket (1) it gives
uw'1=¥ > Plaf of of...ad> = Sla%ala’...af), (3)
the labels of the particles being omitted on the right-hand side as
they are no longer relevant. The ket (3) corresponds to a state for
the assembly of ' bosons with a definite distribution of the bosons
among the various boson states, without any particular boson being
assigned to any particular state. The distribution of bosons is speci-
fied if we specify how many bosons are in each boson state. Let
), mh, ... be the numbers of bosons in the states o, o®, o,...
respectively with this distribution. The n"s are defined algebraically
by the equation

attol4af4...faf = 7y oD ny ol nga®4.... (4)
The sum of the n”’s is of course u’. The number of n”s is equal to
the number of basic kets |, which in most applications of the
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theory is very much greater than u’, so most of the n'’s will be zero.
If a8, P, of,..., of are all different, i.e. if the »'’s are all 0 or 1, the
ket (3) is normalized, since in this case the terms on the left-hand
side of (3) are all orthogonal to one another and each contributes
u'1-1 to the squared length of the ket. However, if a?, of, of,..., of
are not all different, those terms on the left-hand side of (3) will
be equal which arise from permutations P which merely interchange
bosons in the same state. The number of equal terms will be
ny! my! mgl..., so the squared length of the ket (3) will be
{afaPof...a0 |82 |aabas...af) = ny!ng! mgl.... (5)

For dealing with a general state of the assembly we can introduce
the numbers 7;, n,, 7,,... of bosons in the states o®, of?, ...
respectively and treat the n’s as dynamical variables or as observ-
ables. They have the eigenvalues 0, 1, 2,..., u’. The ket (3) is a
simultaneous eigenket of all the #’s, belonging to the eigenvalues
Ny, Ng, Ng,.... The various kets (3) form a complete set for the
dynamical system consisting of ' bosons, so the »’s all commute
(see the converse to the theorem of § 13). Further, there is only one
independent ket (3) belonging to any set of eigenvalues 7y, 1y, 75,... .
Hence the n’s form a complete set of commuting observables. If we
normalize the kets (3) and then label the resulting kets by the
eigenvalues of the »’s to which they belong, i.e. if we put

(my! my! mgl..) 28 |atabal...af) = |nyng7y...>, (6)

we get a set of kets |ng nymy...>, with the n”’s taking on all non-negative
integral values adding up to «’, which kets will form the basic kets
of a representation with the n’s diagonal.

The n’s can be expressed as functions of the observables a;, ay,
ag,..., o, Which define the basic kets of the individual bosons by
means of the equations

Ny =3 Os, ap (7)
or the equations 2 1y fla®) = 3 f(a,) (8)

holding for any function f.

Let us now suppose that the number of bosons in the assembly is
not given, but is variable. This number is then a dynamical variable
or observable u, with eigenvalues 0, 1, 2,..., and the ket (3) is an
eigenket of u belonging to the eigenvalue u'. To get a complete
set of kets for our dynamical system we must now take all the
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symmetrical kets (3) for all values of »’. We may arrange them in
order thus >, la®, Sla%?>, Slatba, ..., (9)

where first is written the ket, with no label, corresponding to the
state with no bosons present, then come the kets corresponding to
states with one boson present, then those corresponding to states
with two bosons, and so on. A general state corresponds to a ket
which is a sum of the various kets (9). The kets (9) are all orthogonal
to one another, two kets referring to the same number of bosons being
orthogonal as before, and two referring to different numbers of bosons
being orthogonal since they are eigenkets of w belonging to different
eigenvalues. By normalizing all the kets (9), we get a set of kets like
(6) with no restriction on the n”s (i.e. each #’ taking on all non-
negative integral values) and these kets form the basic kets of a
representation with the n’s diagonal for the dynamical system con-
sisting of a variable number of bosons.

If there is no interaction between the bosons and if the basic kets
[y, [ad®,... correspond to stationary states of a boson, the kets (9)
will correspond to stationary states for the assembly of bosons. The
number % of bosons is now constant in time, but it need not be a
specified number, i.e. the general state is a superposition of states
with various values for . If the energy of one boson is H(«x), the
energy of the assembly will be

3 Hiw) = 3 n, He (10)

from (8), H® being short for the number H(«%). This gives the
Hamiltonian for the assembly as a function of the dynamical
variables 7.

60. The connexion between bosons and oscillators

In § 34 we studied the harmonic oscillator, a dynamical system of
one degree of freedom describable in terms of a canonical ¢ and p,
such that the Hamiltonian is a sum of squares of ¢ and p, with
numerical coefficients. We define a general oscillator mathematically
as a system of one degree of freedom describable in terms of a
canonical ¢ and p, such that the Hamiltonian is a power series in ¢
and p, and remains so if the system is perturbed in any way. We
shall now study a dynamical system composed of several of these
oscillators. We can describe each oscillator in terms of, instead of
g and p, a complex dynamical variable 7, like the 7 of § 34, and its
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conjugate complex 7, satisfying the commutation relation (7) of
§ 34. We attach labels 1, 2, 3,... to the different oscillators, so that
the whole set of oscillators is describable in terms of the dynamical

variables 71," Mg, Mgseers N1> M2» 7agse-. sSatisfying the commutation
relations _
Na =7 Ma = 0
N M= = 0 (11)
a6 Ta = Oap-
Put o Tla = M (12)
so that TaNa = Mg+ 1. (13)

The n’s are observables which commute with one another and the
work of § 34 shows that each of them has as eigenvalues all non-
negative integers. For the ath oscillator there is a standard ket for
the Fock representation, |0,) say, which is a normalized eigenket of n,
belonging to the eigenvalue zero. By multiplying all these standard
kets together we get a standard ket for the Fock representation for
the set of oscillators, 10,5105 [055-.., (14)

which is a simultaneous eigenket of all the n’s belonging to the
eigenvalues zero. We shall denote it simply by [0>. From (13) of § 34

7q[0) =0 (15)
for any a. The work of § 34 also shows that, if nj, n,, n3,... are any
non-negative integers, P nRinE...|0> (16)

is a simultaneous eigenket of all the n’s belonging to the eigenvalues
7y, Ny, Ny,... respectively. The various kets (16) obtained by taking
different n'’s form a complete set of kets all orthogonal to one another
and the square of the length of one of them is, from (16) of § 34,
ny!ng!ngh... From this we see, bearing in mind the result (5), that
the kets (16) have just the same properties as the kets (9), so that
we can equate each ket (16) to the ket (9) referring to the same n’
values without getting any inconsistency. This involves putting

Slafabol...ofy = 7,1y 1e-1,]0). (17)

The standard ket |0> becomes equal to the first of the kets (9), corre-
sponding to no bosons present.

The effect of equation (17) is to identify the states of an assembly

of bosons with the states of a set of oscillators. This means that the
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dynamical system consisting of an ussembly of similar bosons is equiva-
lent to the dynamical system consisting of a set of oscillators—the two
systems are just the same system looked at from two different points of
view. There is one oscillator associated with each independent boson
state. We have here one of the most fundamental results of quantum
mechanics, which enables a unification of the wave and corpuscular
theories of light to be effected.

Our work in the preceding section was built up on a discrete set
of basic kets |«®) for a boson. We could pass to a different discrete
set of basic kets, |4) say, and build up a similar theory on them.
The basic kets for the assembly would then be, instead of (9),

>, 184, SIB4BE>, S|B4BEES), ... (18)
The first of the kets (18), referring to no bosons present, is the same
as the first of the kets (9). Those kets (18) referring to one boson
present are linear functions of those kets (9) referring to one boson

present, namely B4 =3 |as)(a®|B4), (19)

and generally those kets (18) referring to %’ bosons present are linear
functions of those kets (9) referring to «’ bosons present. Associated
with the new basic states |84) for a boson there will be a new set
of oscillator variables 74, and corresponding to (17) we shall have

S|B4BPBY..) = n4mpnc.-10)- (20)
Thus a ket 5 np...|0> with ' factors n_, 1p,... must be a linear funec-
tion of kets 7,7;...|0> with »’ factors 7, 7,,.... It follows that each
linear operator 74 must be a linear function of the 7,’s. Equation

(19) gives 7410 = 3 10|
and hence N4 = 2 Nala®|BL). (21)

Thus the 7’s transform according to the same law as the basic kets for
a boson. The transformed »’s satisfy, with their conjugate complexes,
the same commutation relations (11) as the original ones. The trans-
formed 7’s are on just the same footing as the original ones and hence,
when we look upon our dynamical system as a set of oscillators, the
different degrees of freedom have no invariant significance.

The 7’s transform according to the same law as the basic bras for
a boson, and thus the same law as the numbers {a?|x) forming the

representative of a state z. This similarity people often describe by
3595,67 Q
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saying that the 7,’s are given by a process of second quantization
applied to <{a%|z), meaning thereby that, after one has set up a
quantum theory for a single particle and so introduced the numbers
{a®|z)y representing a state of the particle, one can make these num-
bers into linear operators satisfying with their conjugate complexes
the correct commutation relations, like (11), and one then has the -
appropriate mathematical basis for dealing with an assembly of the
particles, provided they are bosons. There is a corresponding proce-
dure for fermions, which will be given in § 65.

Since an assembly of bosons is the same as a set of oscillators, it
must be possible to express any symmetrical function of the boson
variables in terms of the oscillator variables 7 and 7. An example
of this is provided by equation (10) with 7,7, substituted for =,.
Let us see how it goes in general. Take first the case of a function
of the boson variables of the form

Up =270, (22)

where each U, is a function only of the dynamical variables of the
rth boson, so that it has a representative (a?|U,|a2) referring to the
basic kets |a2) of the rth boson. In order that U, may be symmetrical,
thiz representative must be the same for all », so that it can depend
only on the two eigenvalues labelled by a and b. We may therefore

wte It (81T |y = (at|U]ay = <alUby (23)
for brevity. We have
Uloftofe...) = 2 |ofrofr..of .. ><a|Ulz,). (24)

a
Summing this equation for all values of r and applying the sym-
metrizing operator S to both sides, we get

SUlegtoft...> = 3 3 Sl oo <a|Ulay). (25)

Since Uy is symmetrical we can replace SU, by Up S and can then
substitute for the symmetrical kcts in (25) their values given by (17).
We get in this way

Up Mgy Mg+ 10D = % ; Na Mt Nz N || U |2)
- Eb Na 3 Nal Ny g |08y <UD, (26)

n;! meaning that the factor n, must be cancelled out. Now from
(15) and the commutation relations (11)

My s 7).@"'!0> = Er: 7]35_,1 UEN 7712"']0>Bbx, (27)
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(note that 7, is like the operator of partial differentiation 9/dn,), so
(26) becomes
UT 7]2:1 771:; ‘O> - % MNa ﬁb 7].51 771) |O><a| Lf|b> (28)

The kets 1,, 7,,...|0) form a complete set, and hence we can infer from
(28) the operator equation

U, = 3 nual Ui, (29)

"T'his gives us Uy in terms of the 5 and 7 variables and the matrix
elements <a|U|b).

Now let us take a symmetrical function of the boson variables
consisting of a sum of terms each referring to two bosons,

VT zrgé Ks' (30)
We do not need to assume ¥, = V... Corresponding to (23), ¥, has
mafrix eloments (2 o8|V of o> = (ab|V|ed) (31)

for brevity. Proceeding as before we get, corresponding to (25),
Splagioge.y = 3 3 Slogtafe.of.ol.>ab|VIz,z)>  (32)

r,8S#Tr ab
and corresponding to (26)
Vo My Mz 100 =ag(lna %”2 rm?,ln;lmmm--- 1058,z 84,,(ab|V]cd). (33)

We can deduce as an extension of (27)
o fla s Mg 10> = 3 02102 00, e 00%ex, Oars (34)
so that (33) becomes
Ve My 10 = 2 1070 Te Tla M Ny |03<ab|V]ed),

ahcd
giving us the operator equation

VT = agd Na 77b<abIV[Cd>7-Ic ﬁd' (35)

The method can readily be extended to give any symmetrical func-
tion of the boson variables in terms of the »’s and 7’s.

The foregoing theory can easily be generalized to apply to an
assembly of bosons in interaction with some other dynamical system,
which we shall call for definiteness the atom. We must introduce a
set of basic kets, |{’D say, for the atom alone. We can then get a set
of basic kets for the whole system of atom and bosons together by
multiplying each of the kets |{’) into each of the kets (9). We may
write these kets

125, |Lasy, S|la%®y, S|la%la, ... (36)
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We may look upon the system as composed of the atom in interaction
with a set of oscillators, so that it can be described in terms of the
atom variables and the oscillator variables 7,, 7,. Using again the
standard ket |0) for the set of oscillators, we have

S|l oty = 1, 7 |00, (37)
corresponding to (17), as the equation expressing the basic kets
(36) in terms of the oscillator variables.

Any function of the atom variables and boson variables which is
symmetrical between all the bosons is expressible as a function of the
atom variables and the %’s and 7’s. Consider first a function Up of
the form (22) with U, a function only of the atom variables and the
variables of the 7th boson, so that it has a representative ({'a2|U,|{"a2).
This representative must be independent of r in order that U, may
be symmetrical between all the bosons, so we may write it

{l'a®|U|" o). Now let us define {a|U|b> to be that function of the
atom variables whose representative is ({'a®|U|{"a?), so that we have

Iy = Lt | U0 = L KalU[BHIL">,  (38)
corresponding to (23). The equations (24)—(28) can now be taken over
and applied to the present work if both sides of all these equations
are multiplied by |’ on the right, with the result that formula (29)
still holds. We can deal similarly with a symmetrical function ¥ of
the form (30) with ¥ a function only of the atom variables and the
variables of the rth and sth bosons. Defining <ab|V |cd) to be that
function of the atom variables whose representative is

<€,°‘g o‘glVrsM”O‘:f °‘§>_:

we find that formula (35) still holds.

61. Emission and absorption of bosons

Let us suppose that the oscillators of the preceding section are
harmonic oscillators and there is no interaction between them. The
energy of the ath oscillator is then, from (5) of § 34,

Ha = ﬁ’wa TNa ﬁa"*"*liﬁwa'

We shall neglect the constant term fiw,, which is the energy of the
oscillator in its lowest state—the so-called ‘zero-point energy’. This
neglect does not have any dynamical consequences, as explained at

the beginning of § 30, and merely involves a redefinition of H,. The
total energy of all the oscillators is now

]{T = z ]Ja = Z ﬁwa Na ';l-a = Z ﬁwuna (39)
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with the help of (12). This is of the same form as (10), with %w, for
Ha. Thus a set of harmonic oscillaters is equivalent to an assembly cf
bosons in stationary states with no interaction between them. If an
oscillator of the set is in its n'th quantum state, there are m' bosons in
the assoctated boson state.

In general the Hamiltonian for the set of oscillators will be a power
series in the variables 7,, 7,, say

Hp = Hp+ % (Uanat+Uya)+ aEb (Uao Mo +Van Na o+ Voo Ta is) +---»
' (40)
where Hp, U,, Uy, Vi, are numbers, Hy, being real and Uy, = U,,. If
the set of oscillators are in interaction with an atom, as we had at
the end of the preceding section, the total Hamiltonian will still be
of the form (40), with Hp, U,, Uy, V,;, functions of the atom variables,
H,, in particular being the Hamiltonian for the atom by itself. A
general treatment of this dynamical system would be rather compli-
cated and for practical applications one assumes that the terms

HP+ z Uaa naﬁa (41)

are large compared with the others and form by themselves an
unperturbed system, the remaining terms being taken into account
as a perturbation producing transitions in the unperturbed system,
according to the theory of § 44. If, further, U,, is independent of the
atom variables, the unperturbed system with Hamiltonian (41) con-
sists merely of an atom with Hamiltonian Hp and an assembly of
bosons in stationary states with Hamiltonian of the form (39), with
no interaction.

Let us consider what kinds of transitions are produced by the
various perturbation terms in (40). Take a stationary state of the
unperturbed system for which the atom i3 in a stationary state, {’ say,
and bosons are present in the stationary boson states, a, b, c,.... This
stationary state for the unperturbed system corresponds to the ket

Na Mo Ne--- 10018, (42)

like (37). If the term U,n, of (40) is multiplied into this ket, the
result is a linear combination of kets like ’

Nz Ma b Mee-+ IO>C”>7 ’ A (43)

¢” denoting any stationary state of the atom. The ket (43) refers to
one more boson than the ket (42), the extra boson being in the state x.
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Thus the perturbation term U, n, gives rise to transitions in which
one boson is emitted into state 2 and the atom makes an arbitrary
jump. If the term U, 7, of (40) is multiplied into (42), the result is
zero unless (42) contains a factor 7, and is then a linear combination

Of ketS ].lke 77;17](1 M nclo>lé«u>’

referring to one boson less in state . Thus the perturbation term
U, 7, gives rise to transitions in which one boson is absorbed from
state z, the atom again making an arbitrary jump. Similarly, we find
that a perturbation term U, 7,7, (x # ) gives rise to processes in
which a boson is absorbed from state y and one is emitted into state
z, or, what is the same thing physically, one boson makes a transition
from state y to state #. This kind of process would be produced by
a term like the Uy of (22) and (29) in the perturbation energy, pro-
vided the diagonal elements {a|U |a) vanish. Again, the perturbation
terms ¥, . 1,, V,, 7, 7, give rise to processes in which two bosons are
emitted or absorbed, and so on for more complicated terms. With
any of these emission and absorption processes the atom can make
an arbitrary jump.

Let us determine how the probability of occurrence of each of these
. transition processes depends on the numbers of bosons originally
present in the various boson states. From §§ 44, 46 the transition
probability is always proportional to the square of the modulus of
the matrix element of the perturbation energy referring to the two
states concerned. Thus the probability of a boson being emitted into
state z with the atom making a jump from state {’ to state {” is
proportional to

[<E" [<mymg (1) [ Uy g gz LD 2, (44)

the n”’s being the numbers of bosons initially present in the various
boson states. Now from (6) and (17), with reference to (4),

[y o nae> = (nylmgl mgl.. )=l p2bpmi |0, (45)

so that NNy Ny .y > = (ny1)ny ng..(n,41)..5. (46)
Hence (44) is equal to

(nz+ 1)KL 12, (47)

showing that the probability of a transition in which a boson is emitted

into state x 1s proportional to the number of bosons originally in state
plus one.
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The probability of a boson being absorbed from state  with the
atom making a jump from state {’ to state {" is proportional to
[<¢"[<ny my.(ng—1)..| Uy 75 | my g e 5 18012 (48)
the n”’s again being the numbers of bosons initially present in the
various boson states. Now from (45)
ol el y = WAy (1 —1).2), (49)
so (48) is equal to 1| (LT, (50)
Thus the probability of a transition in which a boson is absorbed from
state x is proportional to the number of bosons originally vn state .
Similar methods may be applied to more complicated processes,
and show that the probability of a process in which a boson makes
a transition from state y to state z (z  y)is proportional to n,(ny+1).
More generally, the probability of a process in which bosons are
absorbed from states z, 7,... and emitted into states a, b,... is propor-

tional to n . (0l 1) (4 1), (51)
the n"’s being in each case the numbers of bosons originally present.
These results hold both for direct transition processes and transition

processes that take place through one or more intermediate states,
in accordance with the interpretation given at the end of § 44.

62. Application to photons

Since photons are bosons, the foregoing theory can be applied to
them. A photon is in a stationary state when it is in an eigenstate
of momentum. It then has two independent states of polarization,
which may be taken to be two perpendicular states of linear polariza-
tion. The dynamical variables needed to describe the stationary
states are then the momentum p, a vector, and a polarization variable
1, consisting of a unit vector perpendicular to p. The variables p and
1 take the place of our previous «’s. The eigenvalues of p consist of
all numbers from —oo to co for each of the three Cartesian com-
ponents of p, while for each eigenvalue p’ of p, 1 has just two
eigenvalues, namely two arbitrarily chosen vectors perpendicular
to p’ and to one another. Owing to the eigenvalues of p forming
a continuous range, there are a continuous range of stationary
states, giving us the continuous basic kets [pl’). However, the fore-
going theory was built up in terms of discrete basic kets |a"> for a
boson. There are two formalisms which one may use for getting over
this discrepancy. :



236 THEORY OF RADIATION § 62

The first consists in replacing the continuous three-dimensional
distribution of eigenvalues for p by a large number of discrete points
lying very close together, forming a dust spread over the whole three-
dimensional p-space. Let sp be the density of the dust (the number
of points per unit volume) in the neighbourhood of any point p’.
Then s, must be large and positive, but is otherwise an arbitrary
function of p’. An integral over the p-space may be replaced by a
sum over the dust of points, in accordance with the formula

[[] 10") dprdmydp, = 3 fo)s57, (52)

which formula provides the basis of the passage from continuous p’
values to discrete ones and vice versa. Any problem can be worked
out in terms of the discrete p’ values, for which the theory of §§ 59-61
can be used, and the results can be transformed back to refer to con-
tinuous p’ values. The arbitrary density s, should then disappear
from the results.
The second formalism consists in modifying the equations of the
theory of §§ 59-61 so as to make them apply to the case of a con-
- tinuous range of basic kets |a’), by replacing sums by integrals and
replacing the 8 symbol in the commutation relations (11) by & func-
tions, so far as concerns the variables with continuous eigenvalues.
Each of these formalisms has some advantages and some disadvan-
tages. The first is usually more convenient for physical discussion,
the second for mathematical development. Both will be developed
here and one or other will be used according to which is more suitable
at the moment.
The Hamiltonian describing an assembly of photons interacting
with an atom will be of the general form (40), with the coefficients
Hp, U,, Uy, V,,, involving the atom variables. This Hamiltonian may

b .
e written Hy — HP+HQ+HR» (53)

where Hp is the energy of the atom alone, Hz.e is the energy of the
assembly of photons alone,

HR = ‘Z;’np,l,}zvp,, (54)
P

vp being the frequency of a photon of momentum p’, and H, is the
interaction energy, which can be evaluated from analogy with the
classical theory, as will be shown in the next section. The whole
system can be treated by a perturbation method as discussed in the
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preceding section, Hp and Hj providing the energy (41) of the
unperturbed system and H, being the perturbation energy, which
gives rise to transition processes in which photons are emitted and
absorbed and the atom jumps from one stationary state to another.

We saw in the preceding section that the probability of an absorp-
tion process is proportional to the number of bosons originally in the
state from which a boson is absorbed. From this we can infer that
the probability of a photon being absorbed from a beam of radiation
incident on an atom is proportional to the intensity of the beam.
We also saw that the probability of an emission process is propor-
tional to the number of bosons originally in the state concerned plus
one. To interpret this result we must make a careful study of the
relations involved in replacing the continuous range of photon states
by a discrete set.

Let us neglect for the present the polarization variable 1. Let
|p’'D) be the normalized ket corresponding to the discrete photon
state p’. Then from (22) of § 16

; [pP'DX{P'D| =1,
which gives from (52)
[ 1p'D)<p'Dls, dp’ = 1, (55)

d3p’ being written for dp, dp, dp,, for brevity. Now if |p’) is the basic
ket corresponding to the continuous state p’, we have according to

(24) of § 16 o
e =1,
which shows, on comparison with (55); that

[p"> = [P'D)sp. (56)
The connexion between |p’> and |p’D) is like the connexion between
the basic kets when one changes the weight function of the representa-
tion, as shown by (38) of § 16.
With ng photons in each discrete photon state p’, the Gibbs
density p for the assembly of photons is, according to (68) of § 33,

p =3 |P'D)mu(p'D| = [ [p'DY<DDlsy %
= [ Ip>np<p’| dp! (57)

with the help of (56). The number of photons per unit volume in the
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neighbourhood of any point x’ is then (x'|p|x'), according to (73)
of § 33. From (57) this equals

(X lplx'y = [ (x| p"nip(p' X" dp’
= [ h-om;, &%p’ (58)

if one puts in the value of the transformation function (x'|p’) given
by (54) of § 23. Equation (58) expresses the number of photons per
unit volume as an integral over the momentum space, so the inte-
grand in (58) can be interpreted as the number of photons per unit
of phase space. We obtain in this way the result that the number of
photons per unit of phase space is equal to k=3 times the number of
photons per discrete state, in other words, a cell of volume h® in phase
space is equivalent to a discrete state. This result is a general one,
holding for any kind of particle. If the polarization variable of the
photons is not neglected, the result holds for each of the two indepen-
dent states of polarization.

The momentum of a photon of frequency v is of magnitude Av/c,
so the element of momentum space

dp,dp,dp, = h3c=3?dvdw,

dw being an element of solid angle for the direction of the vector p.
Thus a distribution of photons with =, per discrete state, which is
equivalent to a distribution of A-3n;,d?*pd*x photons in an element
of volume d3z and an element of momentum space d3p, equals a
distribution of 7, ¢c=%?dvdwd®x photons in an element of volume d*x
and a frequency range dv ana direction of motion dw. This corre-
sponds to an energy density np, Zc=3° per unit solid angle per unit
frequency range, or an intensity per unit frequency range (i.e. an
energy crossing unit area per unit time per unit frequency range) of

amount I, = ), hndc2. (59)

The result that the probability of a photon being emitted is pro-
portional to n;, -1, n,, being the number of photons initially present
in the discrete state concerned, can now be interpreted as the proba-
bility being proportional to I,4%hv3/c?, where I, is the intensity of
the incident radiation per unit frequency range in the neighbourhood
of the frequency of the emitted photon and having the same polariza-
tion 1 as the emitted photon. Thus with no incident radiation there
is still a certain amount of emission, but the emission is increased or
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sttmulated by incident radiation in the same direction and having the
same frequency and polarization as the emitted radiation. The
present theory of radiation thus completes the imperfect one of § 45
by giving both stimulated and spontaneous emission. The ratio it
gives for the two kinds of emission, namely I, : #3/c?, is in agreement
with that provided by Einstein’s theory of statistical equilibrium
mentioned in § 45.

The probability of a photon being scattered from the state p'l’ to
the state p’l” is proportional to 7y, (n,-4-1), the »’s being the
numbers of photons initially in the discrete states concerned. We can
interpret this result as the probability being proportional to

L"), (60)
Similarly for a more general radiative process in which several
photons are emitted and absorbed, the probability is proportional
to a factor I, for each absorbed photon and a factor I,,-A3/c? for
each emitted photon. Thus the process is stimulated by incident
radiation in the same direction and with the same frequency and
polarization as any of the emitted photons.

63. The interaction energy between photons and an atom
We shall now determine the interaction energy between an atom
and an assembly of photons, ie. the H, of equation (53), from
analogy with the classical expression for the interaction energy
between an atom and a field of radiation. For simplicity we shall
suppose the atom to consist of a single electron moving in an electro-
static field of force. The field of radiation may be described by a
scalar and a vector potential. These potentials are to a certain extent
arbitrary and may be chosen so that the scalar potential vanishes.
The field is then completely described by the vector potential 4,, 4,,
A,, or A. The change that the field causes in the Hamiltonian
describing the atom is now, as explained at the beginning of § 41,

1y = el (p+24) —7) = (. )+

62
2mc?

2
o A% (61)

This is the classical interaction energy. The A that occurs here should
be the value of the vector potential at the point where the electron is
momentarily situated. It is, however, a good enough approximation
if we take this A to be the vector potential at some fixed point in the
atom, such as the nucleus, provided we are dealing with radiation
whose wavelength is large compared with the dimensions of the atom.
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Let us first consider the field of radiation classically and ignore its
interaction with the atom. The vector potential A satisfies, according
to Maxwell’s theory, the equations

OA=0, divA =0, (62)

O being short for 92/c? 12— 62/0x?—62/3y2—%/822. The first of these
equations shows that A can be resolved into Fourier components in
the form

A — f {Ak e—-[(kx)+2m’vkl._{_Kk 61'(kx)—27?i"k[} d3]€, (63)

each Fourier component representing a train of waves moving with
the velocity of light, described by a vector k whose direction gives
the direction of motion of the waves and whose magnitude |k| is
connected with their frequency », by

2mv, = c|k]. (64)

The vector k is just the momentum of a photon which the quantum
theory would associate with these waves, divided by #. For each
value of k we have an amplitude A,, which is in general a complex
vector, and the integral in (63) extends over the whole of the three-
dimensional k-space. The second of equations (62) gives .

(k,Ay) = 0, (65)
showing that, for each value of k, Ay is perpendicular to k. This
expresses that the waves are transverse waves. A, 18 determined by

its two components in two directions perpendicular to each other and

to k, these two components corresponding to two independent states
of linear polarization.

The total energy of the radiation is given by the volume integral
Hy, = (8m)1 [ (824 #2) dix (66)
taken over the whole of space, where the electric field & and the
magnetic field # of the radiation are given by
10A
€= ~ %% A = curl A, (67)
Using standard formulas of vector analysis, we have
div[AX H] = (#,curl A)— (A, curl &) = #2—(A, curl curl A)
= A4 (A, V2A)
with the help of the second of equations (62). Thus (66) becomes,
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with neglect of a term which can be transformed to a surface integral
at infinity,

(1/0A 0A

H == 8 -1 ’__. —

w = (8m) f [02( o ot

By substituting for A here its value given by (63), we can get the

energy of the radiation in terms of the Fourier amplitudes A,. The

energy of the radiation is constant (since we are now ignoring the

interaction of the radiation and the atom), so in this calculation we

may take ¢ = 0. This means taking

A = [ (A+AJe ) &%, (69)

—(A, V2A) ! d3a. (68)
J- 8w

VA = — [ KA A )e 0 &k,
aA /ot = ic f K|(A,—A_)e=109 {3k, (70)
Inserting these expressions in (68), we ge}
Hy, = (8m) [ [ [ {2 A+ B o Au A )~
— k| K [(Apg—A_, Ay —A_) e~ 10—k @3d3)' d3x
= 7 [ [ K AAE o At B~
— K[ (A=A, Ay —A_)}3(k+k) d2hdk,

with the help of formula (49) of §23, 5(k+Kk’) being the product of
three factors, one for each component of k. Hence

Hp = m? f kz{(Ak+—A-—k: A—k'{"Kk)_'(Ak_X—k’ A—k'_Kk)} d’Fk
= 2m® [ k(A Ay)+ (A, Ay} &%
_ 4772fk2(Ak: A,) d3k. (71)

We can replace the continuous distribution ot K-values by a dust of
discrete k-values, like we did with the p-values in the preceding
section. The integral (71) then goes over, according to formula (52),

into the sum Hp = 4 Y KX(Ay, Ay)si?,
k

s, being the density of the discrete k-values. We may also write

this as Hyp = 472 3 k24, Ay spt, (72)
k1

A, being a component of Ay in a direction 1 perpendicular to k and
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‘the summation with respect to 1 referring to two directions 1 perpen-
dicular to each other. Thus there is one term in (72) for each inde-
pendent stationary state for a photon.

The field quantities € and A& at any point X can be looked upon
as dynamical variables. The quantities

— 27ivk ¢ A — A p—2mivgi
Ayy = Ay, 27, Ay = Ay €727

are then dynamical variables at time ¢, since they are connected with
€ and # at various points x at time ¢ by equations which do not
involve t, as follows from (63) and (67). A, is constant, so 4, varies
with ¢ according to the simple harmonic law. Thus 4, is like the 7,
of a harmonic oscillator, defined by (3) of § 34, the w of the oscillator
being 2mv,. We may take each A,y to be proportional to the z, of
some harmonic oscillator and then the field of radiation becomes a
set, of harmonic oscillators.

Let us now pass over to the quantum theory and take the 4, Ay
to be dynamical variables in the Heisenberg picture. The expression
(72) for the energy may be retained unchanged, the order in which
the factors 4,,, A,, there occur being the correct one to give no zero-
point energy. The A, then still vary with time according to the e
law and may still be taken to be proportional to the =,’s of harmonic
oscillators. The factor of proportionality may be obtained by equat-
ing (72) to the expression (39) for the energy, with the label a replaced
by the two labels k and 1 and with Ay, for fiw,. This gives

4rr? g KA Ay st = % hvye Ny Tieaes

the suffix ¢ being inserted to show that we are dealing with Heisenberg
dynamical variables (as we should when transferring equations of the
classical theory to the quantum theory). Hence, using (64),

4l = chiviiing, s, (73)

with neglect of an unimportant arbitrary phase factor. In this way
the Heisenberg dynamical variables 7,,, which describe the field of
radiation as a set of oscillators, are introduced. The commutation
relations between the 7, and 7, are known, being given by (11), so
equation (73) fixes the commutation relations between the 4, and
A4, Tt thus fixes the commutation relations between the potentials
A and the field quantities € and & at various points x at the time ¢.
(Incidentally, the commutation relations of the A4,,, 4,, are fixed,
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so the commutation relation of two potential or field quantities at
two different times is also fixed.)

We can still use (73) when the interaction between the field of
radiation and the atom is taken into account. This involves assuming
that the interaction does not affect the commutation relations .
between the potentials and field quantities at a given time. The
interaction causes the 7n,,’s to cease to vary according to the simple
harmonic law and the oscillators to cease to be harmonic. Thus it
may affect the commutation relation between two potential or field
quantities at two different times. ' .

We can now take over the interaction energy (61) into the quantum
theory, putting p,for p to show it is a Heisenberg dynamical variable.
Taking the atomic nucleus to be at the origin we get, by substituting
(63) with x = 0 into (61), x

e —_
o= -2 [ (0 At Ko Pt

e? _ _
+—2%-?—' ff (Akl+Akf7 Ak’t+ Ak'[) d3kd3k’

2

= ec Z (Pp At Aw)sict +

m

z (Ag+Ay, Ap+Ay)si tsit

X

2mc?

if we pass from continuous to discrete k-values. Thus

e =\
Hy = ooy Z PulAeptAw)sct +

py, being the component of p, in the direction 1. With the help of (73)
we may express Hy, in terms of the 7, and 7, and we can then drop
the suffix ¢ (which means going over to Schrodinger dynamical
variables), so that we obtain finally

eht v oy
HQ = m Z Prvx i+ Tia) St -

ezh 1 — - - I\ =% a—
‘e Vie Wigt (M T) (Mer + Taer) (W )sigBsigh. (74)
32mtm
With the model of the atom we are using, the interaction energy
appears as a linear plus a quadratic function in the 7’s and 7’s. The

linear terms give rise to emission and absorption processes, the
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quadratic ones to scattering processes and processes in which two
photons are absorbed or emitted simultaneously. The order of the
factors » and 7 in the quadratic terms is not determined by the
procedure of working from the classical theory, but this order is
unimportant, since a change in it merely changes H, by a constant.
The matrix element of H, referring to the emission of a photon
into the discrete state kl, or into the discrete state p’l, as it may also
be labelled, with the atom jumping from state «° to state o, is
’ ’ ehi ’ —_— e ’ —
{p'pla’|Hy|a® = -t (o |pyla®)spt = (2 ) <o |pyla®spt
since s, = sp#%°%. The p, occurring here, referring to the momentum
of the electron, is, of course, quite distinct from the other letters p,
referring to the momentum of the emitted photon. To avoid con-
fusion we shall replace the electron momentum p by mX, these two
dynamical variables being the same for the unperturbed atom. Pass-
ing over to continuous photon states by means of the conjugate
imaginary of equation (56), we get
"R e s

(p'le|Hgla® = B(am )} CHEALIYE (75)
Similarly, the matrix element of H, referring to the absorption of a
photon from the continuous state p°l with the atom jumping from
state «f to state o' is

/ e o

{a IHQIPOIWO> = m@‘ [, (76)
and the matrix element referring to the scattering of a photon from
the continuous state p°l° to the continuous state p’l’ with the atom
jumping from state o’ to state o« is

e? ,
m}% (1 10) Sm'oz"! (77)

<p'l'o’ [Hy [p1%0) =
there being two terms in (74) which contribute to it. These matrix
elements will be used in the next section. The matrix elements
referring to the simultaneous absorption or emission of two photons
may be written down in the same way, but they lead to physical

effects too small to be of practical importance.

64. Emission, absorption, and scattering of radiation
We can now determine directly the coefficients of emission, absorp-
tion, and scattering of radiation by substituting in the formulas of
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Chapter VIII the values for the matrix elements given by (75), (76),
and (77).

For determining the emission probability we can use formula
(56) of § 53. This shows that for an atom in a state o the proba-
bility per unit time per unit solid angle of its spontaneously emitting
a photon and dropping to a state «’ of lower energy is

2 2 ,
2 B e | (78)
Now the energy and momentum of a photon of frequency » are
W = hv, P = hvfc.
Again, from the Heisenberg law (20) of § 29,
CEFASES —2miv(efa’ )’ || a0,
(o) being the frequency connected with transitions from state o®
to state o, which in vie present case is just the frequency v of the
emitted radiation. These results substituted in (78) make the emis-
sion coefficient reduce to
(2mv)3
hc?
To obtain the rate of emission of energy per unit solid angle for a
specified polarization, we must multiply this by kv. This gives for
the total rate of emission of energy in all directions

4 (2mv)*
3 ¢
which is in agreement with expression (34) of § 45 and justifies Heisen-
berg’s assumption for the interpretation of his matrix elements.
In the same way the absorption coefficient, given by formula
(59) of § 53, becomes for photons
dm?h2Wle 1 P 2 8%
&P ﬁm@‘ [ = e
This absorption coefficient refers to an incident beam of one photon
crossing unit area per unit time per unit energy range. If we take
one per unit frequency range instead of energy range, as is usual
when dealing with radiation, the absorption coefficient becomes

’)TB
BT o e o

This result is the same as (32) of § 45, if we substitute for the X,

there the energy Av of a single photon. Thus. the elementary theory
3595.57 R

[<o"|exy 0% 2. (79)

<o [ex[a% %, (80)

AR
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of § 45, in which the radiation field is treated as an external perturba-
tion, gives the correct value for the absorption coefficient.

This agreement between the elementary theory and the present
theory could be inferred from general arguments. The two theories
differ only in that the field quantities all commute with one another
in the elementary theory and satisfy definite commutation relations
in the present theory, and this difference becomes unimportant for
strong fields. Thus the two theories must give the same absorption
and emission when strong fields are concerned. Since both theories
give the rate of absorption proportional to the intensity of the inci-
dent beam, the agreement must hold also for weak fields in the case of
absorption. In the same way the stimulated part of the emission in the
present theory must agree with the emission in the elementary theory.

Let us now consider scattering. The direct scattering coefficient is
given by formula (38) of § 50. Such scattering of photons will not be
accompanied by any change of state of the atom on account of the
factor 8,40 in the expression for the matrix element (77). Thus the
final energy W’ of the photon will equal its initial energy W°. The
scattering coefficient now reduces to

et/mich. (I'1)2.

This is the same as that given by classical mechanics for the scattering
of radiation by a free electron. We thus see that the direct scatter-
ing of radiation by an electron in an atom is independent of the atom
and is correctly given by the classical theory. This result, it should
be remembered, holds only provided the wavelength of the radiation
is large compared with the dimensions of the atom.

The direct scattering is a mathematical concept and cannot be
separated out experimentally from the total scattering, given by
formula (44) of § 51. Let us see what this total scattering is in the
case of photons. We must be careful in our application of formula
(44) of § 51. The summation ; in this formula may be considered as

representing the contribution to the scattering of double transitions
consisting of transitions firstly from the initial state to state k and
secondly from state k to the final state. The first transition may be
an absorption of the incident photon and the second an emission of
the required scattered photon, but it is also possible for the first
transition to be the emission and the second the absorption. It is
clear from the general nature of the method used for deriving formula
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(44) of § 51 that both these kinds of double transitions must be in-
cluded in the summation > when this formula is applied to photons,
%

although only the first of them appears in the actual derivation given
in § 51, as the possibility of the particle bemg created or annihilated
was not taken into account there.

We use zero, single prime, and double prime to refer to the initial,
final, and intermediate states of the atom respectively, and zero and
single prime to refer to the absorbed and emitted photons respec- -
tively. Then, for the double transition of absorption followed by
emission, we must take for the matrix elements

klVIp%®,  (pd|VIk)

of the formula (44) of § 51

IV [Py = (o' [Hg|pP0%®,  (p'd[V]k) = (pTe|Hyla").
Also E'—E,, = W+ Hp(e®)— Hp(«") = h[1°—v(a"a?)],
where hv(o"a®) = Hp(«")—Hp(o®).
Similarly, for the double transition of emission followed by absorption
we must take

IV |p%® = <pTa’[Hgla®,  (p'o|V]k) = {o'|Hy[p1%")
and

E'—E, = WO+ Hp(o®)—Hp(«") —h®—hv' = —h[y'+v(«"20)],

there being now two photons, of frequencies »° and »/, in existence
for the intermediate state. Substituting in (44) of § 51 the values of

the matrix elements given by (75), (76), and (77), we get for the
scattering coefficient

et vy 1195
h204 ( 1 ) aon°+
o' [y la"><0¢”fx1o]a°> (o |@p o>t [y [
+ Z{ V0—p(a"a?) v +v(oof) } - (81)
If we write (81) in terms of z instead of 2, we get
(2 @)41} ﬁ‘ ’ rn ” < Ix l ”>< ’,x°l(x0>
Gt ol (19— 3 | S
_ o [@p]a"H e [y [o%)) |2
e

We can simplify (82) with the help of the quantum conditions.

We have
Ty Zp—ZpZp = 0,
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which gives
2, {Ko oy |o"D<a" [0 a0 — Lo || > [y [0} = 0, (83)
and also ) |
Ty Ep—dpdy = 1/m.(@p po—ppy) = thijm. (L),
which gives

g {<a' |2y | (o a) (o 240 a®> — v’ &) o' |Zpo ] . (o |2y |20}

L 05, = (1195, (84)
2mm

T 2mm
Multiplying (83) by »" and adding to (84), we obtain
2 e [y o> <o g |0 [ v (e a?) ] — <o’ s[> ot [y [ D[V +1(aa) ]}
: — 7i/2mm. (I19) 8 yo.
If we substitute this expression for #/2mm.(1'1°) 6, in (82), we

obtain, after a straightforward reduction making use of identical
relations between the v’s,

(2mre)* z {(a' |2y o> <o |po|a®> Lo |po]ad”D{ot” lxlrlrx°>}
h2ct = 0—v(a"af) v +v(a"a?)

This gives the scattering coefficient in the form of the effective

area that a photon has to hit per unit solid angle of scattering. Itis

known as the Kramers-Heisenberg dispersion formula, having been first

obtained by these authors from analogies with the classical theory

of dispersion.

The fact that the various terms in (82) can be combined to give
the result (85) justifies the assumption made in deriving formula (44}
of § 51, that the matrix elements {p’a’|V|p"a"> of the interaction
energy are of the second order of smallness compared with the
{p'd’|V|k) ones, at any rate when the scattered particles are photons.

2

. (85)

vOy’8

65. An assembly of fermions

An assembly of fermions can be treated by a method similar to
that used in §§ 59 and 60 for bosons. With the kets (1) we may use

the antisymmetrizing operator A defined by
A=u1%Y 4P, @)
summed over all permutations P, the 4 or — sign being taken
according to whether P is eyen or odd. Applied to the ket (1) it gives
o't z j:P]oc‘llag of...od> = A |a%aPab...af, (3"
a ket corresponding to a state for an assembly of u’ fermions. The
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ket (3’) is normalized provided the individual fermion kets [a®), |o2),...
are all different, otherwise it is zero. In this respect the ket (3') is
simpler than the ket (3). However, (3’) is more complicated than (3)
in that (3’) depends on the order in which o?, o?, of,... occur in it,
being subject to a change of sign if an odd permutation is applied
to this order.

We can, as before, introduce the numbers n,, ny, ng,... of fermions
in the states o, «®, o®,... and treat them as dynamical variables or
observables. They each have as eigenvalues only 0 and 1. They form
a complete set of commuting observables for the assembly of fermions.
The basic kets of a representation with the n’s diagonal may be taken
to be connected with the kets (3") by the equation

Alatabol...afy = +|nyngng...) (6")
corresponding to (6), the n”’s being connected with the variables
a%, ob, of... by equation (4). The 4+ sign is needed in (6’) since, for
given n'’s, the occupied states a?, of, of,... are fixed but not their
order, so that the sign of the left-hand side of (6’) is not fixed. To
set up a rule which determines the sign in (6'), we must arrange all
the states « for a fermion arbitrarily in some standard order. The
«’s oceurring in the left-hand side of (6”) form a certain selection from
all the o’s and the standard order for all the o’s will give a standard
order for this selection. We now make the rule that the 4 sign should
oceur in (6') if the «’s on the left-hand side can be brought into their
standard order by an even permutation and the — sign if an odd
permutation is required. Owing to the complexity of this rule,
the representation with the basic kets |njnym;..> is not a very
useful one.

If the number of fermions in the assembly is variable, we can set
up the complete set of kets

>, la®, Ala®®), Alatalat>, .., (9)
corresponding to (9). A general ket is now expressible as a sum of
the various kets (9').

To continue with the development we introduce a set of linear
operators 7, 7, one pair 7,, 7, corresponding to each fermion state o,
satisfying the commutation relations

Ma Mot Ma = 0,
Na ﬁb+ﬁb Vg = 0, (11’)
Ta N+ e = 8ab'
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These relations are like (11) with a + sign instead of a — on the left-
hand side. They show that, for a £ b, 1, and 7, anticommute with
7 and 7,, while, putting b = a, they give
7]3 =0, ﬁtzl =0, ﬁana_f"na Mg = 1. (11”) .

To verify that the relations (11') are consistent, we note that linear
operators 7, 7 satisfying the conditions (11’) can be constructed in
the following way. For each state «® we take a set of linear operators
Oza> Oya» O like the o, 6, o, introduced in § 37 to describe the spin
of an electron and such that o, 0,,, o,, commute with o,, o,3, 0,5
for b 3£ a. We also take an independent set of linear operators {,,
one for each state o®, which all anticommute with one another and
have their squares unity, and commute with all the ¢ variables.
Then, putting

Na = %Ca(aﬂ:a_igﬂa)’ ﬁa = %Ca(axa_{_iaﬂa)a
we have all the conditions (11) satisfied.
From (11”)

(e 1a)* = MaTaMala = Ma(1—= 6 Ta)Tla = Ma Ta-
This is an algebraic equation for 7,7, showing that 7,7, is an
observable with the eigenvalues 0 and 1. Also 7,7, commutes with
1, 7 for b 5= a. These results allow us to put

Na Mg = Ngs (12')
the same as (12). From (11") we get now
7—711 Na = l_na! (13/)

the equation corresponding to (13).
Let us write the normalized ket which is an eigenket of all the n’s
belonging to the eigenvalues zero as [0). Then

1410 =0,
so from (12') {0]nq T, |0> = 0.
Hence T, |0> = 0, _ (15"

like (15). Again
showing that 7,|0) is normalized, and
,nl(l 77(1|0> = ”7“ 7—](1 T](I’O> = nll(l—nu)‘0> = 77(Ll0>7
showing that ,|0) is an eigenket of n, belonging to the eigenvalue

unity. It is an eigenket of the other n’s belonging to the eigenvalues
zero, since the other »’s commute with z,. By generalizing the
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argument we see that »,m,7....1,/0) is normalized and is a simul-
taneous eigenket of all the n’s, belonging to the eigenvalues unity
for n,, ny, Ney-.., 0, and zero for the other n’s. This enables us to put

Alalalof...07) = 1, My g1, ]0). (17"
both sides being antisymmetrical in the labels a, b, c,..., g. We have
here the analogue of (17).

If we pass over to a different set of basic kets |34 for a fermion,
we can introduce a new set of linear operators n, correspor.ding to
them. We then find, by the same argument as in the case ¢f bosons,
that the new n’s are connected with the original ones by (21). This
shows that there is a procedure of second quantization for fermions;
similar to that for bosons, with the only difference that the commu-
tation relations (11’) must be employed for fermions to replace the
commutation relations (11) for bosons.

A symmetrical linear operator Uy of the form (22) can be expressed
in terms of the 7, 4 variables by a similar method to that used for
bosons. Equation (24) still holds, and so does (25) with S replaced
by A. Instead of (26) we now have

Uy 100 = 33 (= 40075 T 1031 U 27
= azb Na ; (—)'—1771—,1 UEA nzz"'[0>8bx,<a’Ulb>’ (26,)

n;! meaning that the factor », must be cancelled out, without its
position among the other 7,’s being changed before the cancellation.
Instead of (27) we have

Tip My Moo+ 10 = 2 (=) 7051 Mgy Moo 1008, (277

<
so (28) holds unchanged and thus (29) holds unchanged. We have
the same final form (29) for Uy in the fermion case as in the boson
case. Similarly, a symmetrical linear operator V, of the form (30) can

be expressed as _ "
P Vo= 3 nam<ablVledyia e (35')
aoc

the same as one of the ways of writing (35).

The foregoing work shows that there is a deep-seated analogy
between the theory of fermions and that of bosons, only slight
changes having to be made in the general equations of the formalism
when one passes from one to the other.

There is, however, a development of the theory of fermions that
has no analogue for bosons. For fermions there are only the two
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alternatives of a state being occupied or unoccupied and there is
symmetry between these two alternatives. One can demonstrate the
symmetry mathematically by making a transformation which iuter-
changes the concepts of ‘occupied’ and ‘unoccupied’, namely

Ta =T Ta= T

ng =g ils = 1—n,
The creation operators of the unstarred variables are the annihilation
operators of the starred variables,and vice versa. Thestarred variables
are now seen to satisfy the same quantum conditions and to have all
the same properties as the unstarred ones.

If there are only a few unoccupied states, a convenient standard

ket to work with would be the one for which every state is occupied,
namely [0*) satisfying

n,|0%) = [0%).
It thus satisfies n¥0*> = 0,
or 7a]0%) = 0.

Other states for the assembly will now be représented by

Ma M Mz--+10%),
in which variables appear referring to the unoccupied fermion states
a,b,c.... We may look upon these unoccupied fermion states as holes
among the occupied ones and the n* variables as the operators of
creation of such holes. The holes are just as much physical things
as the original particles and are also fermions.



XI
RELATIVISTIC THEORY OF THE ELECTRON

66. Relativistic treatment of a particle .
TuE theory we have been building up so far is essentially a non-
relativistic one. We have been working all the time with one par-
ticular Lorentz frame of reference and have set up the theory as an
analogue of the classical non-relativistic dynamics. Let us now try
to make the theory invariant under Lorentz transformations, so that
it conforms to the special principle of relativity. This is necessary in
order that the theory may apply to high-speed particles. There is no
need to make the theory conform to general relativity, since general
relativity is required only when one is dealing with gravitation, and
gravitational forces are quite unimportant in atomic phenomena.

Let us see how the basic ideas of quantum theory can be adapted
to the relativistic point of view that the four dimensions of space-
time should be treated on the same footing. The general principle
of superposition of states, as given in Chapter I, is a relativistic
principle, since it applies to ‘states’ with the relativistic space-time
meaning. However, the general concept of an observable does not fit
in, since an observable may involve physical things at widely separated
points at one instant of time. In consequence, if one works with a
general representation referring to any complete set of commuting
observables, the theory cannot display the symmetry between space
and time required by relativity. In relativistic quantum mechanics
one must be content with having one representation which displays
this symmetry. One then has the freedom to transform to another
representation referring to a special Lorentz frame of reference if it
is useful for a particular calculation. '

For the problem of a single particle, in order to display the sym-
metry between space and time we must use the Schrodinger repre-
sentation. Let us put z,, @,, z; for z, y, 2, and x, for c¢t. The time-
dependent wave function then appears as (x,; 2, x;) and provides
us with a basis for treating the four 2’s on the same footing.

We shall use relativistic notation, writing the four z’s as z,
(w = 0, 1, 2, 3). Any space-time vector with four components which
transform under Lorentz transformations like the four elements dz,
will be written like @, with a lower Greek suffix. We may raise the
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suffix according to the rules
a® = a,, a' = —a,;, a® = —a,, @° = —ag. (1)
The a, are called the contravariant components of the vector a, and
the a# the covariant components. Two vectors a, and b, have a
Lorentz-invariant scalar product
@bo—a,b;—ay,by—az by = atb, = a, b¥,
a summation being implied over a repeated letter suffix. The funda-
mental tensor g# is defined by
goo =1, gl = g2 = ¢ = —1,
(2)
gv =0 forpu #w.
With its help the rules (1) connecting covariant and contravariant
components may be written
at = g#”a,v,

In the Schrodinger representation the momentum, whose com-
ponents will now be written p,, p,, p; instead of p,, py, ., is equal
to the operator

p, = —tholox, (r=1,2,3). (3)
Now the four operators 8/ox, form the covariant components of a
4-vector whose contravariant components are written 9/0x*. So to
bring (3) into a relativistic theory, we must first write it with its
suffixes balanced, p, — ik djox,

and then extend it to the complete 4-vector equation
Py = t# 0/0x+. (4)
We thus have to introduce a new dynamical variable p,, equal to
the operator ifi 8/0x,. Sinceit forms a 4-vector when combined with the
momenta p,, it must have the physical meaning of the energy of the
particle divided by ¢. We can proceed to develop the theory treating
the four p’s on the same footing, like the four z’s. '
In the theory of the electron that will be developed here we shall
have to introduce a further degree of freedom describing an internal
motion of the electron. The wave function will thus have to involve
a further variable besides the four z’s.

67. The wave equation for the electron

Let us consider first the case of the motion of an electron in the
absence of an electromagnetic field, so that the problem is simply
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that of the free particle, as dealt with in § 30, with the possible
addition of internal degrees of freedom. The relativistic Hamiltonian
provided by classical mechanics for this system is given by equation
(23) of § 30, and leads to the wave equation
{po— (mPe®+pi+p3+pR)i} = 0, ()
“where the p’s are interpreted as operators in accordance with
(4). Equation (5), although it takes into account the relation between
energy and momentum required by relativity, is yet unsatisfactory
from the point of view of relativistic theory, because it is very un-
symmetrical between p, and the other p’s, so much so that one cannot
generalize it in a relativistic way to the case when there is a field
present. We must therefore look for a new wave equation.

If we multiply the wave equation (5) on the left by the operator
{po+ (m3c®+pi+pi+p3)t}, we obtain the equation

{Pi—m*c?—pl—pi—piiy = 0, (6)
which is of a relativistically invariant form and may therefore more
conveniently be taken as the basis of a relativistic theory. Equation
(6) is not completely equivalent to equation (5) since, although every
solution of (5) is also a solution of (6), the converse is not true. Only
those solutions of (6) belonging to positive values for p, are also
solutions of (5).

The wave equation (6) is not of the form required by the general
laws of the quantum theory on account of its being quadratic in p,.
In § 27 we deduced from quite general arguments that the wave
equation must be linear in the operator 8/dt or p,, like equation (7)
of that section. We therefore seek a wave equation that is linear
in p, and that is roughly equivalent to (6). In order that this wave
equation shall transform in a simple way under a Lorentz transforma-
tion, we try to arrange that it shall be rational and linear in p,, p,,
and p, as well as in p,, and thus-ef the form '

{Po—o P1— 0y Pr— a3 p3—Bhp = 0, (7)
where the «’s and B are independent of the p’s. Since we are consider-
ing the case of no field, all points in space-time must be equivalent,
so that the operator in the wave equation must not involve the z’s.
Thus the «’s and B must also be independent of the x’s, so that they
must commute with the p’s and the z’s. They therefore describe
some new degree of freedom, belonging to some internal motion in
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the electron. We shall see later that they bring in the spin of the
electron.

Multiplying (7) by the operator {p,+ oy p,+ oy s+ a5 p3+ B} on the
left, we obtain

{P%—’%[O‘%P%‘{‘(“l gt g ) Py Pot (g B""Bo‘l)pl}—’ﬁz}‘ﬁ =0,

where Y refers to cyclic permutations of the suffixes 1,-2, 3. This is
123

the same as (6) if the «’s and B satisfy the relations

o =1, oy apFog 0y = 0,

B% = m3?, oy B+Boy; = 0,
together with the relations obtained from these by permuting the
suffixes 1, 2, 3. If we write

B = a,,mc,
these relations may be summed up in the single one,
oy oyt = 28, (a,b=1,2,3, orm). (8)

The four «’s all anticommute with one another and the square of
each is unity.

Thus by giving suitable properties to the a’s and g we can make
the wave equation (7) equivalent to (6), in so far as the motion of
the electron as a whole is concerned. We may now assume (7) is the
correct relativistic wave equation for the motion of an electron in
the absence of a field. This gives rise to one difficulty, however,
owing to the fact that (7), like (6), is not exactly equivalent to (5),
but allows solutions corresponding to negative as well as positive
values of p,. The former do not, of course, correspond to any actually
observable motion of an electron. For the present we shall consider
only the positive-energy solutions and shall leave the discussion of
the negative-energy ones to § 73.

We can easily obtain a representation of the four «’s. They have
similar algebraic properties to the ¢’s introduced in § 37, which o’s
can be represented by matrices with two rows and columns. So long
as we keep to matrices with two rows and columns we cannot get a
representation of more than three anticommuting quantities, and we
have to go to four rows and columns to get a representation of the
four anticommuting «’s. It is convenient first to express the a’s in
terms of the o’s and also of a second similar set of three anticom-
muting variables whose squares are unity, p;, p,, ps say, that are
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independent of and commute with the ¢’s. We may take, amongst
other possibilities,

& = P19, Qg = P102 %3 = P103 ®m = P3 (9)
and the o’s will then satisfy all the relations (8), as may easily be

verified. If we now take a representation with p, and oy diagonal,
we shall get the following scheme of matrices:

o= /0 1 0 0\ o= /0—2 0 0\ og= /1 0 0 0O
1 0 0 O 1 0 0 0 0—-1 0 0
0 0 0 1 0 0 0—2 o o 1 0
0 01 0 0 0 ¢ O 0 0 0 —1
= /0 0 1 0\ pp= /0 0—i 0\ pg= /1 0 0 0
0 0 0 1 0 0 0—2 o 1 0 0
1 0 0 0 i 0 0 0 o 0-—-1 O
01 00 0 ¢« 0 0 o 0 0 —1/.
It should be noted that the p’s and ¢’s are all Hermitian, which makes

the «’s also Hermitian.

Corresponding to the four rows and columns, the wave function
must contain a variable that takes on four values, in order that the
matrices shall be capable of being multiplied into it. Alternatively,
we may look upon the wave function as having four components, each
a function only of the four 2’s. We saw in § 37 that the spin of the
electron requires the wave function to have two components. The
fact that our present theory gives four is due to our wave equation
(7) having twice as many solutions as it ought to have, half of them
corresponding to states of negative energy.

With the help of (9), the wave equation (7) may be written with
three-dimensional vector notation

{po—p1(0, P)—psmelp = 0. (10)
To generalize this equation to the case when there is an electro-
magnetic field present, we follow the classical rule of replacing p, and
p by po+efc. 4, and p+efc. A, 4, and A being the scalar and vector
potentials of the field at the place where the electron is. This gives
us the equation

{Pot—f"ng—m(cz p—f—gA>—-p3mc}¢ =0, (11)

which is the fundamental wave equation of the relativistic theory of
the electron.
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The four components of s in (10) or (11) should be pictured as written
one below another, so as to form a single-column matrix. The square
matrices p and o then get multiplied into the single-column matrix
according to matrix multiplication, the product being in each case
another single-column matrix. The conjugate imaginary wave func-
tion that represents a bra should be pictured as having its four com-
ponents written one beside another, so as to form a single-row matrix,
which can be multiplied from the right by a square matrix p or o to give
another single-row matrix. We denote this conjugate imaginary wave
function pictured as a single-row matrix by ¢, using the symbol ' to
denote the transpose of any matrix, i.e. the result of interchanging
the rows and columns, Then the conjugate imaginary of equation (11)
reads B . .
‘/’T{PO—FEAO‘“Pl(“,P+5A>—P3mc} =0, . (12)

in which the operators p operate to the left. An operator of differentia-
tion operating to the left must be interpreted according to (24) of § 22.

68. Invariance under a Lorentz transformation

Before proceeding to discuss the physicai consequences of the wave
equation (11) or (12), we shall first verify that our theory really is
invariant under a Lorentz transformation, or, stated more accurately,
that the physical results the theory leads to are independent of the
Lorentz frame of reference used. This is not by any means obvious
from the form of the wave equation (11). We have to verify that, if
we write down the wave equation in a different Lorentz frame, the
solutions of the new wave equation may be put into one-one corre-
spondence with those of the original one in such a way that corre-
sponding solutions may be assumed to represent the same state. For
either Lorentz frame, the square of the modulus of the wave function,
summed over the four components, should give the probability per
unit volume of the electron being at a certain place in that Lorentz
frame. We may call this the probability density. Its values, calculated
in different Lorentz frames for wave functions representing the same
state, should be connected like the time components in these frames
.of some 4-vector. Further, the 4-dimensional divergence of this 4-
vector should vanish, signifying conservation of the electron, or that
the electron cannot appear or disappear in any volume without passing
through the boundary.
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For brevity it is convenient to introduce the symbol oy = 1 and to
suppose that the suffixes of the four o, (1 = 0, 1, 2, 3) can be raised
in accordance with the rules (1), even though these four o’s do not
form the components of a 4-vector. We can now write the wave
equation (11) {at(p,+efc. A,)—a, me}y = 0. (13)
The four o* satisfy

ata, o ot ot = 2R, (14)
with g# defined by (2), as one can verify by taking separately the cases
when p and v are both 0, when one of them is 0, and when neither of
them is 0.

Let us apply an infinitesimal Lorentz transformation and distinguish
quantities referring to the new frame of reference by a star. The com-
ponents of the 4-vector p, will transform according to equations of

the t
°type P = P+, (15)

where the a,” are small numbers of the first order. We shall neglect
quantities that are quadratic in the a’s and thus of the second order.
The condition for a Lorentz transformation is that ’
Pl pH* = p,pH,
which gives a,p,p*+p,a*'p, = 0,
leading to arv 4t = Q. (16)
The components of 4, will transform according to the same law, so
we have
putefc. A, = p;'H—e/c.A;'j~a“”(pj‘+e/c.Aj‘).
Thus the wave equation (13) becomes
{(ar—olay)(ph+-efc. A%) —a, melp = 0. (17)

Define ' M = }a,, ofa,af. (18)
Then from (14)

ot M — Mo, ot = %apﬂ{(od‘ocm of+ oo, oo, o —

— Pt (oo, o + oo, at)}
= §8,,(gHPe”—aPgro)

po

= —atoP
with the help of (16), and hence
a1 oy M) = (14 Mat,,) (0l —a o). (19)
Thus, multiplying (17) by (14 M«,,) on the left, we get
{a#(lﬁ-amM)(p"'j—i—e/c.Aﬁ)—(ocm—{—M)mc}ap = 0.
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So if we put (1o, M) = 4%, (20)
we get {a(plitefc. Af)—aw, melp* = 0. (21)

- This is of the same form as (13) with the starred variables pf;, 4%, %,
and shows that (13) is invariant under an infinitesimal Lorentz trans-
formation, provided i is subjected to the right transformation, given
by (20). A finite Lorentz transformation can be built up from infinite-
simal ones, so under a finite Lorentz transformation the wave equation
(13)isalso invariant. Note that the matrices «* donot get altered at all.

The invariance proved above means that the solutions i of the
original wave equation (13) are in one-one correspondence with the
solutions ¢* of the new wave equation (21), corresponding solutions
being connected by (20). We assume that corresponding solutions
represent the same physical state. We must now verify that the
physical interpretations of corresponding solutions, referred to their
respective Lorentz frames of reference, are in agreement. Thisrequires
that ' should give the probability density referred to the original
frame and J*'y* the probability density referred to the new frame.
Let us examine the relationship between these quantities. 'y is the
same as i 'a% and forms one of the four quantities ' a4, which should
be treated together.

Equations (18) and (16) show that M is pure imaginary. Thus the
conjugate imaginary of equation (20) is

‘Z*T = l/’—T 1_M°‘m)'

(
Pl = B (1= Mo, ) (14, M)
= SL_T(I -Mam)(l +Mo‘m)(a#—avpav)¢'
from (19). This reduces to
Friame = §(ar—a, el
= Jlortar, oy

with the help of (16). If we lower the suffix u here, we get an equation
of the same form as (15), which shows that the four quantities /T, ¢
transform like the contravariant components of a 4-vector. Thus ')
transforms like the time component of a 4-vector, which is the correct
transformation law for a probability density. The space components
of the 4-vector, namely ', i, if multiplied by ¢, give the probability

current, or the probability of the electron crossing unit area per
unit time.

Hence
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It should be noted that ', is invariant, since

l/;*TOCm YF = z/ﬁ(l—ﬁfcxm)ocm(l—{—am M)

= lZTo‘m l/l
We must verify finally the conservation law, that the divergence
9 (gt
2 92
o P (22

vanishes. To prove this, multiply equation (13) by 4" on the left.
The result is

i ¥ad

. L Of e -
z/:Tod‘(zﬁa— +5A“ ¢> —la, mep = 0.
The conjugate imaginary equation is
[_p 0" gre A —
(—mégﬁ‘p EA#>au¢—¢ o, metp = 0.
Subtracting and dividing by %, we get
| prou Ob |
1‘ —— —_— ==
Plaw = oot =0,
which just expresses the vanishing of (22). In this way we complete

the proof that our theory gives consistent results in whichever frame
of reference it is applied.

69. The motion of a free electron

It is-of interest to consider the motion of a free electron in the
Heisenberg picture according to the above theory and to study the
Heisenberg equations of motion. These equations of motion can be
integrated exactly, as was first done by Schrodinger.f For brevity
we shall omit the suffix ¢ which the notation of § 28 requires to be
inserted in dynamical variables that vary with time in the Heisen-
berg picture. -

As Hamiltonian we must take the expression which we get as equal
to ¢p, when we put the opei‘ator on ¢ in (10) equal to zero, i.e.

H = cpy(a, p)+psme® = c(a, P)-+psme?. (23)
We see at once that the momentum commutes with H and is thus a
constant of the motion. Further, the x;-component of the velocity is

% = [z, H] = coy. (24)
This result is rather surprising, as it means an altogether different
t Schroédinger, S'itzung;rb. d. Berlin. Akad., 1930, p. 418.

3595.57 S
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relation between velocity and momentum from what one has in
classical mechanics. It is connected, however, with the expression
pca; o for a component of the probability current. The#, given by (24)
has as eigenvalues 4-c, corresponding to the eigenvalues -1 of «,.
As @, and &, are similar, we can conclude that a measurement of a com-
ponent of the velocity of a free electron is certain to lead to the result -c.
This conclusion is easily seen to hold also when there is a field present.

Since electrons are observed in practice to have velocities con-
siderably less than that of light, it would seem that we have here a
contradiction with experiment. The contradiction is not real, though,
since the theoretical velocity in the above conclusion is the velocity
at one instant of time while observed velocities are always average
velocities through appreciable time intervals. We shall find upon
further examination of the equations of motion that the velocity is
not at all constant, but oscillates rapidly about a mean value which
agrees with the observed value.

It may easily be verified that a measurement of a component of the
velocity must lead to the result +c¢ in a relativistic theory, simply
from an elementary application of the principle of uncertainty of
§ 24. To measure the velocity we must measure the position at two
slightly different times and then divide the change of position by the
time interval. (It will not do to measure the momentum and apply
a formula, as the ordinary connexion between velocity and momen-
tum is not valid.) In order that our measured velocity may approxi-
mate to the instantaneous velocity, the time interval between the
two measurements of position must be very short and hence these
measurements must be very accurate. The great accuracy with
which the position of the electron is known during the time-interval
must give rise, according to the principle of uncertainty, to an almost
complete indeterminacy in its momentum. This means that almost
all values of the momentum are equally probable, so that the momen-
tum is almost certain to be infinite. An infinite value for a component
of momentum corresponds to the value -4-c¢ for the corresponding
component of velocity.

Let us now examine how the velocity of the electron varies with
time. We have iy = oy H—Ho,.

Now since o, anticommutes with all the terms in H except cay Py,

oy H4-Hoy = oy coy py+coy py oy = 2¢py,
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and hence i, — 20y H—2cp,, 5)
= —2Ho+2¢p;.

Since H and p, are constants, it follows from the first of equations

(25) that i, = 20, H. (26)

This differential equation in & can be integrated immediately, the

result being Gy = o e=2iHIR, (27)

where & is a constant, equal to the value of &, when ¢ = 0. The
factor e~2iHI% must be put to the right of the factor & in (27) on
account of the H occurring to the right of the ¢ in (26). The second
of equations (25) leads in the same way to the result

G, = 2y,
We can now easily complete the integration of the equation of motion
for z;. From (27) and the first of equations (25)

ay = Yihad e 2 HIRH -1 cp, H-1, (28)
and hence the time-integral of equation (24) is
%y = —icha e~ HIRH -2 c2p H-Yt+a,, (29)

a, being a constant.

From (28) we see that the x; component of velocity, cx;, consists
of two parts, a constant part c*p, H-1, connected with the momentum
by the classical relativistic formula, and an oscillatory part

Lickad e~ HIRH -1,
whose frequency is high, being 2H/h, which is at least 2mc?/h. Only
the constant part would be observed in a practical measurement of
velocity, such a measurement giving the average velocity through a
time-interval much larger than A/2mc?. The oscillatory part secures
that the instantaneous value of #,; shall have the eigenvalues 4-c. The
oscillatory part of z; is small, being, according to (29),

—Lch2a) e~ HIRH -2 = Lich(oy —cp, HY)H L,
which is of the order of magnitude %/mec, since (o¢;—cp, H1) is of the
order of magnitude unity.

70. Existence of the spin .
In § 67 we saw that the correct wave equation for the electron in

the absence of an electromagnetic field, namely equation (7) or (10), is

equivalent to the wave equation (6) which is suggested from analogy
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with the classical theory. This equivalence no longer holds when
there is a field. The wave equation to be expected from analogy with
the classical theory in this case is

[oriaf~(pesaf ey =0 oo

in which the operator is just the classical relativistic Hamiltonian. If'
we multiply (11) by some factor on the left to make it resemble
(30) as closely as possible, namely the factor

p0+§AO+P1(Gr p+§A)+p3mc7

we get
e 2 e, \2 20 e e
{(po—}—EAO) —(c,p-{-zA) —m2c —p1[<p0+EAO) G’p+5A _—

_(c, p+§A)(p0+§Ao>]}¢ —0. (31

We now use the general formula that, if B and C are any two
three-dimensional vectors that commute with o,

(0,B)(0,C) = gs{a% B, Ci+0,0, B, Cy+0y0, B, 01}:
the summation referring to cyclic pei‘mutations of the suffixes 1, 2, 3,
or (0,B)(0,C) = (B,C)+1 3 oy(B,C,— B, ()

123
= (B, C)+i(s, Bx Q). (32)
Taking B = G = p-+e¢/c. A, we find, since

(p+§A) x (p+§,A) = S{pxA+AXp)
= —ifiefc.curl A = —ifie[c. H¥,
where A& is the magnetic field, that

2 fie

(a,p+—§A)2= (p+§A) +5 (0, ). (33)

Also we have
(p0+§AO)<c, p+§A)— (c, P +§A)(po+§flo)

= g(“:po A—Ap,+4,p—pA4,)

ihef, 10A | .fie
= —(G,E 7t_{-gradAo) = -_z—é-(c, é)‘,

c
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where &€ is the electric field. Thus (31) becomes

2 2
{(p0+§AO) - (p+§A) e o M) ip (e )l = 0.
(34)
This equation differs from (30) through having two extra terms in
the operator. These extra terms involve some new physical effects,
but since they are not real they do not lend themselves very directly
to physical interpretation.

To get an understanding of the physical features involved in the
difference between (34) and (30) it is better to work with the Heisen-
berg picture, this picture being always the more suitable one for
comparisons between classical and quantum mechanics. The Heisen-
berg equations of motion are determined by the Hamiltonian

H = —eA0+0p1<c,p+gA)+p3mc2, (35)

the generalization of (23) to the case when there is a field. Equation
(35) gives
H e, \? e 2
(—c* + EAO) = {P1(°'> p +EA> +p3mc}

= (G, p—I—ZA)2 +m202

— (pia) e+ o (36)

with the help of (33). We have here the real part of the extra terms
in (34) appearing without the pure imaginary part. For an electron
moving slowly (i.e. with small momentum), we may expect the
Heisenberg equations of motion to be determined by a Hamiltonian
of the form mc2+ H,, where H, is small compared with mc?. Putting
me2+H, for H in (36) and neglecting H? and other terms involving
c~2, we get, on dividing by 2m,
fie

1 2
Hyted, = %<P+SA> o (6, H). (37)

The Hamiltonian H, given by (37) is the same as the classical
Hamiltonian for a slow electron, except for the last term
T2 (0, 5)

2me

This term may be considered as an additional potential energy
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which a slow electron has in the quantum theory and may be
interpreted as arising from the electron having a magnetic moment
—fie/2me.o. This magnetic moment is the one assumed in §§ 41 and
47 for dealing with the Zeeman effect and is in agreement with
experiment.

The spin angular momentum does not give rise to any potential
energy and therefore does not appear in the result of the preceding
calculation. The simplest way of showing the existence of the spin
angular momentum is to take the case of the motion of a free electron
or an electron in a central field of force and determine the angular
momentum integrals. This means working with the Hamiltonian (23),
or with the Hamiltonian (35) with A = 0 and 4, a function of the
radius 7, i.e. H = —edy(r)+cpy(a, p)-+ pyme?, (38)
and obtaining the Heisenberg equations of motion for the angular
momentum. With either Hamiltonian we find for the rate of change

of the z,-component of orbital angular momentum, My = Ty P3— X3 Py,
with the help of commutation relations proved in § 35,

thimy = my H—Hm,
= cpy{my(o, P)— (o, P)m,}
= Cpl(G, m;p— pml)
= ilicpy{oy ps— 03 o).
Thus 72, % 0 and the orbital angular momentum is not a constant
of the motion. This result is to be expected from the integrated
equation of motion (29), the oscillatory part of the motion here dis-

played giving rise to an oscillatory term in the angular momentum.
We have further

6y = oy H—Ho,

= ¢py{oy(o, P)— (o, P)oy}

= ¢py(0,6—00y, D)

= 2icp{o3 py—0y 3}
with the help of equations (51) of § 37. Hence

my+3ie;, = 0,

so that the vector m+-1fic is a constant of the motion. This result
one can interpret by saying the eleciron has a spin angular momentum

e, which must be added to the orbital angular momentum m before
one gets a constant of the motion. The spin angular momentum
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could alternatively be obtained from the rotation operators for states
of spin in accordance with the general method of § 35.

The same vector o fixes the directions of both the spin magnetic
moment and the spin angular momentum. If an electron in a certain
state of spin has a spin angular momentum of }% in a particular
direction, it will have a magnetic moment —efi/2mc in the same
direction.

We were led to the value i/ for the spin of the electron by an
argument depending simply on general principles of quantum theory
and relativity. One could apply the same argument to other kinds
of elementary particle and one would be led to the same conclusion,
that the spin angular momentum is half a quantum. This would be
satisfactory for the proton and the neutron, but there are some kinds
of elementary particle (e.g. the photon and certain kinds of meson)
whose spins are known experimentally to be different from 47, so we
have a discrepancy between our theory and experiment.

The answer is to be found in a hidden assumption in our work.
Our argument is valid only provided the position of the particle is
an observable. If this assumption holds, the particle must have a
spin angular momentum of half a quantum. For those particles that
have a different spin the assumption must be false and any dynamical
variables z,, ¥,, ; that may be introduced to describe the position
of the particle cannot be observables in accordance with our general
theory. For such particles there is no true Schrodinger representation.
One might be able to introduce a quasi wave function involving the
dynamical variables z;, %,, ¥3, but it would not have the correct
physical interpretation of a wave function—that the square of its
modulus gives the probability density. For such particles there is still
a momentum representation, which is sufficient for practical purposes.

71. Transition to polar variables

For the further study of the motion of an electron in a central field
of force with the Hamiltonian (38), it is convenient to make a
transformation to polar coordinates, as was done in § 38 in the
non-relativistic case. We can introduce r and p, as before, but
instead of k, the magnitude of the orbital angular momentum m,
which is no longer a constant of the motion, we must now use the
magnitude of the total angular momentum M = m+$fic. Let us put

P = M3+ M3+ M3+ Hin (39)
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The eigenvalues of m; are integral multiples of #, those of 1fioy are
+3#i, and hence those of M; must be half odd integral multiples of
#i. It follows from the theory of § 36 that the eigenvalues of |j| must
be integers greater than zero.

If in formula (32) we take B = C = m, we get

(o, m)? = m2+i(c, m X m)
= m?—#(c, m)
= (m+1fic)?—2%i(o, m)— 342
Hence {(o,m)+%)}2 = M2+ 172,
Thus (o, m)+7# is a quantity whose square is M2+ 4%2 and we could,
consistently with equation (39), define j# as (o, m)-+7%. This would
not be the most convenient definition for j, however, since we would

like to have j a constant of the motion and (o, m)-+7# is not constant
We have, in fact, from applications of (32),

(o, m)(e, p) = i(c, mX p)
and (s, p)(s, m) = i(s, px m),
so that '
(o, m)(e, p)+(o, p)(c, m) = 7:1;30'1{""2?73*'{?7'31724‘]92”@3—1’3 Mo}

— i 3 oy 2ifip, = —2i(s, p),

123

or {(o, m)+17}(o, )+ (o, p){(c, m)+7} = 0.
Thus (e, m)+-7 anticommutes with one of the terms in the expression
(38) for H, namely the term cp,(o, p), and commutes with the other
two. It follows that p,{(c, m)+7%} commutes with all the three terms
in H and is a constant of the motion. But the square of pa{(o, m)+7i}
is also M?+17i2. We can therefore take

§t = ps{(e, m)-+7i), . (40)
which gives us a convenient rational definition for § which is consis-
tent with (39) and makes j a constant of the motion.. The eigenvalues
of this j are all positive and negative integers, excluding zero.

By a further application of (32), we get
(s, %)(6, P) = (X, p)+i(c, m)
= rp,+ipyjli—ili (41)

with the help of (40) and also of equation (58) of §38. We introduce
the linear operator e defined by

re = py(o, X) ) (42)
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Since r commutes with p, and with (o, x), it must commute with e.
We thus have
rPe® = [PI(G) X)]z = (G’ X)2 = x? =72

b

or e = 1.

Now p,(o, p) commutes with j, and since there is symmetry between
x and p so far as angular momentum is concerned, p, (o, X) must also
commute with j. Hence e commutes with j. Further, e must commute
with p,, since we have

(o, X)(X, P)—(X, P)(s, X) = (o, X(X, p)— (X, P)X) = fi(o, X),
which gives rerp,—rp,re = ihire,
or r2ep,—1r?p. e = 0.
From (41) and (42) we obtain
repy(0.p) = 7p,+ip,ji—it,
or pr(8, D) = e(p,—ilijr)+iepyhfr.
Thus (38) becomes
Hljc = —efc. Ay+e(p,—ik[r)+iepsjhijr-+ pyme.

This gives our Hamiltonian expressed in terms of polar variables. It
should be noticed that e and p; commute with all the other variables
occurring in A and anticommute with one another. This means that
we can take a representation with p; diagonal in which ¢ and p, are
represented respectively by the matrices

0 —1 1 0
) . 43
S A =
If r is also diagonal in the representation, the representative
(r'pgly of a ket will have two components, (r’,1|> = i, (r') and

', —1]> = ,(r") say, referring to the two rows and columns of the
matrices (43).

72. The fine-structure of the energy-levels of hydrogen
Weshall now take the case of the hydrogen atom, for which 4, = e/r,
and work out its energy-levels, given by the eigenvalues H' of H.
The equation (H'—H)|> = 0 which defines these eigenvalues, when
written in terms of representatives in the representation discussed
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above with e and pg represented by the matrices (43), gives the

equations
H’ fi
( )‘ba ( )¢b+’ 2y —map, = 0,
H' i
(5 S5+ pat T men, = o
fi i
—_— —_—_— 4
If we put mo— e @y, TR @y, (44)
these equations reduce to
1 o\, (2 j+1 .
S
(45)

Ll

where o = e?/fic, which is a small number. We shall solve these equa-
tions by a similar method to that used for equation (73) in § 39.

Put b, = r-le~rlef, iy, = r-le~rlag, (46)
introducing two new functions, f and g, of », where
a = (a, ap)t = fi(m?*?—H'?/c?)~}. (47)

Equations (45) become

(l_f)f_, (i_l+2_)g= 0,

aq r

-t

We now try for a solution in which f and ¢ are in the form of power
series, f=73 ¢, g="3c,r, (49)
8 s

in which consecutive values of s differ by unity though these values
need not be integers. Substituting these expressions for f and ¢ in
(48) and picking out coefficients of -1, we obtain
Cs_1/@y—ace— (s+7)ce+Coqfa = 0,
Cor/@ataci—(s—J)cstCoy/a = 0.
By multiplying the first of these equations by a and the second by

a, and subtracting, we eliminate both ¢,_; and c;_,, since from
(47) aja, = ay/a. We are left with

[a— (s —17)]es+[ag at-a(s+3)lcs = O, (51)

(48)

} (50)
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a relation which shows the connexion between the primed and un-
primed ¢’s.

The boundary condition at 7 = 0 requires that i, and rf, — 0 as
r = 0, so from (46) f and g — 0 as » — 0. Thus the series (49) must
-terminate on the side of small s. If s, is the minimum value of s for
which ¢, and ¢ do not both vanish, we obtain from (50), by putting
s=syand ¢,y = ¢y ; = 0,

aCS’O—l—(SO—{—j.)C;“ = 0’ ‘ (52)
O‘Cso—(so‘“])csu =0, j
which give a? = —s2+492.

Since the boundary condition requires that the minimum value of s
shall be greater than zero, we must take

so = +4/(72—0a?).
To investigate the convergence of the series (49) we shall determine

the ratio ¢,/c,_; for large s. Equation (51) and the second of equations
(50) give approximately, when s is large, '

GyCs = QCy
and 8¢, = Co_yfa—+Cs_y/ay.
Hence CslCs—q = 2]as.

The series (49) will therefore converge like
1 (27\s
SalE)
3
or ela, This result is similar to that obtained in §39 and allows us
to infer, as in § 39, that all values of H’ are permissible for which a
is pure imaginary, i.e. from (47), for which. H' > mc?, while for
H' < mc® we take a to be positive and then find that only those
values of H' are permissible for which the series (49) terminate on
the side of large s.
If the series (49) terminate with the terms ¢, and cj, so that
Cos1 = Copq = 0, we obtain from (50) with s+1 substituted for s

clo+cyla = 0,
cylas+ci/a = 0.
These two equations are equivalent on account of (47). When com-

bined with (51), they give
alac—ay(s—j)] = alayatals+j)],

(53)
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which reduces to 2a, 058 = a(a,—ay)a,

or s /1 1 o H’
_—= = — —— — = — a
a 2\a, a ch

with the help of (44). Squaring and using (47), we obtain
s2(m22—H'?[c?) = o2H'?/c?.
H’ o?\ -t
Hen — =(14= .
enee mc? ( + .32)
The s here, which specifies the last term in the series, must be greater
than s, by some integer not less than zero. Calling this integer n,

we have § = n+4/(j2—0?)
il o? -3
and thus = {1 _;-m} . (54)

This formula gives the discrete energy-levels of the hydrogen
spectrum and was first obtained by Sommerfeld working with Bohr’s
orbit theory. There are two quantum numbers » and j involved, but
owing to «® being very small the energy depends almost entirely on
n~+|j]. Values of n and |j| that give the same n-|j| give rise to a
set of energy-levels lying very close to one another, and to the
energy-level given by the non-relativistic formula (80) of § 39 with
§ = n+-|j|, apart from the constant term mc2.

We used equations (53) by combining them with (51), but this does
not make full use of (53) since the coefficients of ¢, and ¢} in (51) may
both vanish. In this case we get, multiplying the first coefficient by
a, and the second by @ and adding,

a(a,+ayz)a+2a,a,7 = 0.
Thus j must be negative in this case. With the help of (44) and (47)
we get further

2] _a a 2meca 2mce
Taay e, (mEE—HR)Y
H a?
or mTc‘l = —72.

Since H' must be positive, this leads to
' (72 .2
e (55)
me? 171

which is the value of H' given by (54) when n = 0. The case n = 0
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with j negative thus needs further investigation to see whether the
conditions (53) are then fulfilled.

With n = 0, the maximum value of s is the same as the minimum,
so equations (53) with s, substituted for s should agree with (52).
Now (55) gives, from (44) and (47),

1wy Ao 1 _mes
ap  h 141 a k|’
so the first of equations (53) with s, substituted for s gives
oo {11 = (JP—a®)}-c5, 0 = 0.
This agrees with the second of equations (52) only if j is positive.
We can conclude that, for n = 0, j must be a positive integer, while
for the other values of n all non-zero integral values of j are allowed.

73. Theory of the positron

It has been mentioned in § 67 that the wave equation for the elec-
tron admits of twice as many solutions as it ought to, half of them
referring to states with negative values for the kinetic energy cp,+e4,.
This difficulty was introduced as soon as we passed from equation (5)
to equation (6) and is inherent in any relativistic theory. It occurs
also in classical relativistic theory, but is not then serious since, owing
to the continuity in the variation of all classical dynamical variables,
if the kinetic energy cp,+e4, is initially positive (when it must be
greater than or equal to mc?), it cannot subsequently be negative
(when it would have to be less than or equal to —mc?). In the
quantum theory, however, discontinuous transitions may take place,
so that if the electron is initially in a state of positive kinetic energy
it may make a transition to a state of negative kinetic energy. It is
therefore no longer permissible simply to ignore the negative-energy
states, as one can do in the classical theory.

Let us examine the negative-energy solutions of the equation

{(po+§Ao)“°‘1<P1+§A1>—
_0‘2(2)2‘;‘%‘42)“‘xs(pa“*‘g‘q's)_ammc}‘v[’ =0 (56)

a little more closely. For this purpose it is convenient to use a repre-
sentation of the «’s in which all the elements of the matrices repre-
senting oy, oy, and g are real and all those of the matrix representing
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a,, are pure imaginary or zero. Such a representation may be obtained,
for instance, from that of § 67 by interchanging the expressions for a,
and o, in (9). If equation (56) is expressed as a matrix equation in
this representation and we put —i for 7 all through it, we get, remem-
bering the ¢ in (4),

{(—Z’O-I—SAO)““%(*Q%“*—SAJ*

;a2(_]gz—f—griz)—a3(—p3—f—§A3)+ammc}(]f- = 0. (57)

Thus each solution ¢ of the wave equation (56) has for its conjugate
complex s a solution of the wave equation (57). Further, if the solution
i of (56) belongs to a negative value for cp,+-ed,, the corresponding
solution ¢ of (57) will belong to a positive value for cp,—ed,. But the
operator in (57) is just what one would get if one substituted —e for e
in the operator in (56). It follows that each negative-energy solution
of (56) is the conjugate complex of a positive-energy solution of the
wave equation obtained from (56) by substitution of —e for e, which
solution represents an electron of charge --e (instead of —e, as we
had up to the present) moving through the given electromagnetic field.
Thus the unwanted solutions of (56) are connected with the motion
of an electron with a charge +e. (It is not possible, of course, with
an arbitrary electromagnetic field, to separate the solutions of (56)
definitely into those referring to positive and those referring tonegative
values for cp,+e4,, as such a separation would imply that transitions
from one kind to the other do not occur. The preceding discussion is
therefore only a rough one, applying to the case when such a separation
is approximately possible.)

In this way we are led to infer that the negative-energy solutions
of (56) refer to the motion of a new kind of particle having the mass
of an electron and the opposite charge. Such particles have been
observed experimentally and are called positrons. We cannot, how-
ever, simply assert that the negative-energy solutions represent posi-
trons, as this would make the dynamical relations all wrong. For
instance, it is certainly not true that a positron has a negative kinetic
energy. We must therefore establish the theory of the positrons on
a somewhat different footing. We assume that nearly all the negative-
energy states are occupied, with one electron in each state in accordance
with the exclusion principle of Pauli. An unoccupied negative-energy
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state will now appear as something with a positive energy, since to
make it disappear, i.e. to fill it up, we should have to add to it an
electron with negative energy. We assume that these unoccupied
negative-energy states are the positrons.

These assumptions require there to be a distribution of electrons
of infinite density everywhere in the world. A perfect vacuum is a
region where all the states of positive energy are unoccupied and all
those of negative energy are occupied. In a perfect vacuum Maxwell’s

equation divé = 0

must, of course, be valid. This means that the infinite distribution
of negative-energy electrons does not contribute to the electric field.
Only departures from the distribution in a vacuum will contribute
to the electric density j, in Maxwell’s equation

div & = 4myj,. (58)
Thus there will be a contribution —e for each occupied state of posi-
tive energy and a contribution +e for each unoccupied state of
negative energy.

The exclusion principle will operate to prevent a positive-energy
electron ordinarily from making transitions to states of negative
energy. It will still be possible, however, for such an electron to
drop into an unoccupied state of negative energy. In this case we
should have an electron and positron disappearing simultaneously,
their energy being emitted in the form of radiation. The converse
process would consist in the creation of an electron and a positron
from electromagnetic radiation.

From the symmetry between occupied and unoccupied fermion '
states discussed at the end of § 65, the present theory is essentially
symmetrical between the electrons and the positrons. We should
have an equivalent theory if we supposed the positrons to be the
basic particles, described by wave equations of the form (11) with —e
for e, and then supposed that nearly all the states of negative energy
for the positrons are filled up, a hole in the distribution of negative-
energy positrons being then interpreted as an ordinary electron. The
theory could be developed consistently with the hypothesis that all
the laws of physics are symmetrical between positive and negative
electric charge.



XII
QUANTUM ELECTRODYNAMICS

74. The electromagnetic field in the absence of matter

THE theory of radiation that was set up in Chapter X involved some
approximations in its handling of the interaction of the radiation
with matter. The object of the present chapter is to remove these
approximations and get, as far as possible, an accurate theory of the
electromagnetic field interacting with matter, subject to the limitation
that the matter consists only of electrons and positrons. Too little is
known about other forms of matter, protons, neutrons, etc., for one
to attempt at the present time to get an accurate theory of their -
interaction with the electromagnetic field. But there exists a precise
theory of electrons and positrons, as given in the preceding chapter,
which one can use for building up a precise theory of the interaction
of the electromagnetic field with this form of matter. The theory
must bring in the interaction of the electrons and positrons with one
another, through their Coulomb forces, as well as their interaction
with electromagnetic radiation, and it must, of course, conform to
special relativity. For brevity in this chapter we shall take ¢ = 1.

We must first consider the electromagnetic field without interaction
with matter. Now in § 63 we set up first a treatment of the field of
radiation without interaction of matter. Dynamical variables were
there introduced to describe the field, commutation relations were
established for them, and a Hamiltonian was found which made them
vary correctly with the time. No approximations were made in this
piece of work. The resulting theory would therefore be a satisfactory,
exact theory of radiation without interaction with matter, were it not
for one feature in it, namely our taking the scalar potential to be zero.
This feature spoils the relativistic form of the theory and makes it
unsuitable as a starting-point from which to develop a precise theory
of the electromagnetic field in interaction with matter.

We must therefore extend the treatment of § 63 by leaving 4,
general and bringing it into the work along with the other potentials
A4,, Ay, A5. Thus we shall have the four 4, and they will satisfy, as
the generalization of (62) of § 63,

) 04, =0, 04,/ox, = 0. (1), (2)
For the present we shall ignore the second of these equations.
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For the present we shall ignore the second of these equations and
work only from the first.

Equation (1) shows that each A4, can be resolved into waves
travelling with the velocity of light. Thus, corresponding to equation

(63) of § 63, A ) = f (Aﬁkeik.x_{_gike_ik.z) a3k, (3)

where k.x denotes the four-dimensional scalar product
k.x = kyry—(k,x),

k, being the 4-vector whose space components are the same as the

components of the three-dimensional véctor k of § 63 and whose time
~ component k, = |k|, and d®k denotes dk, dk,dks, as in § 63. The index

¢ in the coefficients 45, indicates that they are constant in time. We

shall later introduce some other Fourier coefficients 4 ,,, not constant

in time, which must be distinguished from the present ones.

The Fourier component A%y has a part 4§, coming from A4,(z) and
apart A% (r = 1,2, 3) which is a three-dimensional vector. The latter
can be decomposed into two parts, a longitudinal part lying in the
direction of k, the direction of motion of the waves, and a transverse
part perpendicular to k. The longitudinal part is k, k/k,?. A The
transverse part is

(Srs_kr ks/koz)Agk = A, (4)
say. It satisfies k, o8 = 0. (5)

Tt is known from the Maxwell theory of light that only the trans-
verse part is effective for giving electromagnetic radiation. Chapter X
dealt only with this transverse part, the 4,, of § 63 being the same as
the present 27¢, and equation (65) of § 63 corresponding to the present
equation (5). Nevertheless, the longitudinal part cannot be neglected
in a complete theory of electrodynamics because of its connexion
with the Coulomb forces, as will show up later.

We can now decompose the three-dimensional vector 4,(x) into

two parts, a transverse part and a longitudinal part. The former is
A (0) = [ (Loeikot Ao e o) Pk

and satisfies ost,(x)[ox, = 0. (6)

The longitudinal part may be expressed as the gradient oV /oz, of a
scalar V given by

V= [ fke?. (4G eo—Agy e052) dOF. (7)
Thus A, = od+oV|ox,. (8)
T

3595.57
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The magnetic field is determined by the transverse part of 4,,
K = curl A = curl #.

It is convenient to count 4 (z) as longitudinal, so that the complete
potentials A u(2) are separated into a transverse part &(z) and a
longitudinal part A4,, 8V /oz,. This separation, of course, refers to a
particular Lorentz frame of reference.and must not be used when one
wants to keep one’s equations in a relativistic form.

Each Fourier coefficient 49, occurs in (3) combined with the time

factor . The product

' Agy ethoo = A4, (9)
say, forms a Hamiltonian dynamical variable in classical mechanics
and a Heisenberg dynamical variable in quantum mechanics, like the
the A, of §63. ,

The work of § 63 gives us the P.B. relations for the transverse part
of 4, To connect up with it, we pass over to discrete k-values in
three-dimensional k-space and take, for example, a particular discrete
k-value for which k; = k, = 0, ky = k, > 0. Then the polarization
variable 1 can take on two values referring to the two directions 1
and 2 and equation (73) of§ 63 gives, with the help of the commutation
relations for the »’s and 7’s, equations (11) of § 60,

(i Ayd = (Ao Aud = —is/4nk. (10)

The work of § 63 gives us no information about 4, and A,
However, we can now obtain the P.B. relations for 4, and 4,
from the theory of relativity. Equations (10) have to be built up into
a relativistic set and the only simple way of doing so is by adding to

them the two further equations

[, As] = —[Ziok’Aok] = —is /4Ky, (11)
so that the four equations (10) and (11), together with the conditions

that Z#k and A4, commute for u 7 v (as they must do since they
refer to different degrees of freedom), combine to form the single

tensor equation [ Z#k, A,] = ig,“, s[4, (12)
We get'in this way the P.B. relations for all the dynamical variables.
Equation (12) can be extended to

[A_}l.k’ Ay] = 9y, Sk Sy [4%ky. : (13)

Let us now return to continuous k-values. To convert 8y, to con-
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tinuous k-values we note that, for a general function f(k) in three-
dimensional k-space,

gf(k)B(kk‘ ff d(k—k')d%k, (14)
where 3(k—Kk’) is the three-dimensional & function
O(k—k') = 8(ky—k})3(ky—k3)8(ky— k).

In order that (14) may conform to the standard formula connecting
sums and integrals, equation (52) of § 62, we must have

Sy Oy = S(k—Kk’). (15)
Thus (13) goes over to
[Z,u.k’ Avk’] = igp,v/4772k0 . 8(1{“—'1{1)‘ (16)
This equation, together with the equations
[Ap,lvAvk'] = [E,Lk, ka'] =0, (17)

provide the P.B. relations in the theory with continuous k-values.
It should be noted that these P.B. relations remain valid if we replace
A4, A4, by Ay, A¢.. The same P.B. relations apply to the constant
Fourier coefficients A4 e A

We must now obtain a Hamiltonian which makes each dynamical
variable 4, vary with the time ¢{ = #, in the Heisenberg picture
according to the law (9) with A, constant. Calling this Hamiltonian
Hy, we require

4k, Hp] = dA x[dzxy = kg Ay (18)
It is easily seen that this is satisfied by
Hy = —4n? f ko2 A o Ay &Pk (19)

We therefore take (19), with the possible addition of an arbitrary
numerical term not involving any dynamical variables, as the Hamil-
tonian for the electromagnetic field in the absence of matter.

In § 63 we used our knowledge of the transverse part of the Hamil-
tonian to obtain the P.B.s of the transverse variables. We have now
applied the reverse procedure to the longitudinal variables, using our
knowledge of their P.B.s, obtained by a relativistic argument, to
find the part of the Hamiltonian that refers to them so as to get
agreement with (18).

If we write out the Hamiltonian (19) it appears as

Hyp — tr® [ k(A Ayt Ape Aot A Ape— Ao Ao B
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The first three terms of the integrand here have a transverse part
which is just equal to the transverse energy given by (71) of § 63.
The last term of the integrand, which is the part of Hy referring to
the scalar potential 4,, appears with a minus sign. This minus sign
is demanded by relativity and means that the dynamical system
formed by the variables A, Ao, is a harmomc oscillator of negative
energy. 1tisrather surprising that such an unphysical idea as negative
energy should appear in the theory in this way. We shall see in § 77
that the negative energy associated with the degrees of freedom
connected with A4, is always compensated by the positive energy
associated with the other longitudinal degrees of freedom, so that
it never shows up in practice.

75. Relativistic form of the quantum conditions

The theory of the preceding section has relativistic field equations,
namely equations (1). To establish that the theory is fully relativistic
we must show further that the P.B. relations are relativistic. This is
not at all evident from the form (16) in which they are written in
terms of Fourier components. We shall obtain a relativistic form for
the P.B.s by working out [4,(z), 4,(2")] with x and 2’ any two points
in space-time. We must first, however, study a certain invariant
singular function that exists in space-time.

The function 3(z, #) is evidently Lorentz invariant. It vanishes
everywhere except on the light-cone with the origin as vertex, i.e. the
three-dimensional space z, z# = 0. This light-cone consists of two
distinct parts, a future part, for which z, > 0, and a past part, for which
z, < 0. The function which equals 3(z, 2#) on the future part of the
light-cone and —38(z, 2#) on the past part of the light-cone is also
Lorentz invariant. This function, equal to &(z, 2#)zo/|%,|, plays
an important role in the dynamical theory of fields, so we introduce
a special notation for it. We define

Az) = 28(x, 2)3,] [, . (20)
This definition gives a meaning to the function A applied to any
4-vector. With the help of (9) of § 15, we can express 5(x, #) in the

form 8(x, @) = 31X|78(zy— |x|)+8(zo+ X))}, (21)

|x| being the length of the three-dimensional part of z,, and then
A(z) takes the form

Ax) = [x]|78(x,— [x])—3(zo+ X )} (22)
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A(x) is defined to have the value zero at the origin, and evidently
A(—z) = —A(x). .

Let us make a Fourier analysis of A(z). Using d* to denote
dx,dx, dx,dx, and d3x to denote dz,dx,dx; we have, for any 4-
vector lcF,

[ @t die = [ 1x|71{3(@o— |X])—B(zy-+ | x| Jeretel di
— J' | x|~ gikoix| — gikolxI}~ilx) Bz,

By introducing polar coordinates |X|, 6, ¢ in the three-dimensional
x, T, T, space, with the direction of the three-dimensional part of k,
as pole, we get

J'A(x)eik.x iy — J'J'f {etkiix| _ g=ikox}g~ilkiixicos 8| x [sin § dOdpd | X|

— 2‘”,( {etkoxl —g=ikoixl} g |x | J' g—ilkiixicos 0| |sin § df
0 0

@
= 2mi|k|? f {eikox! — g=ikolxl} | x| {g—klix] _ gilkiixi}
0
@

= 2mi k| f {eitko—lkba__ gilko KNG} g
—

= 4% [K|H3(ko— [K|)—8(ko+ [K|)}
= 4n2%A(k). (23)
Thus the Fourier analysis gives the same function again, with the
coefficient 472%. Interchanging t and x in (23), we get
A(w) = —i/4n®. f A(k)etk= dk. (24)

Some of the important properties of A(z) can easily be deduced
from its Fourier resolution. In the first place equation (24) shows that
A(x) can be resolved into waves all travelling with the velocity of
light. To get an equation for this result we apply the operator [] to
both sides of (24), thus

OA(z) = —1i/4m2. fA(k)Deik-—”C d%k = i/4n2. f ke, ke A(k)et* d*k.
Now k, k#A(k) = 0, and hence
OA(x) = 0. (25)

This equation holds throughout space-time. We can give a meaning
to (JA(z) at a point where A(z) is singular by taking the integral
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of [JA(z) over a small four-dimensional space surrounding the point
and transforming it to a three-dimensional surface integral by Gauss’s
theorem. Equation (25) informs us that the three-dimensional surface
integral always vanishes.

The function A(z) vanishes all over the three-dimensional surface
zy = 0. Let us determine the value of 0A(x)/éx, on this surface. It
evidently vanishes everywhere except at the point a; = 2, =23 =0, -
where it has a singularity which can be evaluated as follows. Differ-
entiating both sides of (24) with respect to z,, we get

OA(z)[oxy = 1/472. fkoA(k)eik.z A4k
= 1/472. fkolk[_l{s(]co—-Ik{)—5(700+|k])}eik"° dik

= 1/4n®. [ {8(ky— [K|)+8(ko+ [K[)}et*= dik.
Putting 2, = 0 on both sides here, we get
[0A(@)/350]y-0 = 1/4m®. [ {8(kg— [K|)+8(ky+ K )Je=i dék
= 1/2q2. f e~100) 3f;
= 47 8(2,)5(2,)8(x5) = 47 (x). ; (26)
Thus the ordinary § singularity, with the coefficient 4, appears at

the point z;, = z, = 2, = 0.
Let usnow evaluate [4,(x), 4,(x')]. Wehave from (3), (16),and (17)

[4u(@), 4,(")]
= J' f (A e d Ay eihr, A o2 | [ o=K2] d3hd2l’
= ig,,[4m*. f f kg~ {e~ikweih's’ _ gikzo=ik'a) §(k—K') dShd*k’
= g, [4n®. f Fey e~ k@~2)_ gikiz—=), df;, (27)

The k, here is defined to be equal to |k| and is thus always positive.
By putting —k for k in the second part of the integrand, one finds
that (27) is equal to the four-dimensional integral

igyv/47Tz. f |kl_1{8(k0‘" ,k])—S(ko—-[-Ikl)}e—ik.(x—z’) Aok
i igw,/47rz_ J’ A(k)e-tkiz—2) gaf,

in which £, takes on all values, negative as well as positive. Evaluating
this with the help of (24), we get finally

[A#(CL‘),AV(.’EI)] = g[LVA(x_ml)’ (28)
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a result which shows that the P.B. relations are invariant under
Lorentz transformations. _

The formula (28) means that the potentials at two points in space-
time always commute unless the line joining the two points is a null
line, i.e. the track of a light-ray. The formula is consistent with the
field equations []4,(z) = 0, because [] applied to the right-hand
side gives zero, from (25).

76. The dynamical variables at one time

As a basis for a theory with interaction we must use the dynamical
variables at one time. The relationships between the dynamical
variables at one time (i.e. their P.B.s) are not affected by the introduc-
tion of interactierr. On the other hand the relationships between the
dynamical variables at different times (comprising the field equations
as well as the P.B:s of variables at different times) are very much
affected by the interaction. The dynamical variables at one time form
a non-relativistic concept, but a very important concept in Hamil-
tonian theory.

Tor the case of the electromagnetic field the independent dynamical
variables at one time are 4, and 94,/0x, for all values of z,, x,, x5 for
the given x,. The higher time derivatives 924,/0xy’,..., are not
independent. Let us put \

0A
B, = _*, 29
B oz, (29)

Then we have 4 ., B,y with the suffix x denoting z,, z,, Z;, as the
dynamical variables at one time.

The Fourier resolution of these variables is, from (3) and (9),
A= [ (At A, e &%
By =i [ ko(Au— A, i)e 0 d%
We may reverse the Fourier transformation and express 4 #k—i—g p—k
and 4 jx— A, i in terms of 4, and B, respectively. Thus 4, and
A are determined by 4, B, for all x (at a given ). The equa-
tions connecting A4 ,,, 4, with 4,,, B,, do not involve the time
explicitly. Thus the 4, Z#k form an alternative set of one-time

dynamical variables, on the same footing as the 4, B
When we work with the variables 4,,,, B,, we shall need to know

(30)

pxo
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their P.B. relations. These may be obtained either from the Fourier
expansions (30) together with (16) and (17) or from the general P.B.
relation (28). The latter gives the required results more quickly.
Putting zy = z, in (28), we get

[4,.,4,.]=0. (31)

pxo

Differentiating (28) with respect to z, and then putting zy = =,, we
get, with the help of (26),

[Bux, 4] = 479, 8(x—X). (32)
Differentiating (28) with respect to both z, and x; and then putting
xy = x,, we get [Bux Byl =0, (33)

since 0*A(x)/ox§ = 0 for xy = 0. Equations (31), (32), and (33) give
all the P.B. relations between the 4,,,, B, variables. They show that,
apart from numerical coefficients, the 4 ux can be looked upon as a set
of dynamical coordinates and the B,, as their conjugate momenta,
there being a 8 function on the right-hand side of (32) instead of a
two-suffix 8 symbol on account of the number of degrees of freedom
being a continuous infinity.

We can decompose 4,, into a transverse and a longitudinal part,

as shown by equations (8) and (6). We can do the same with B, and

get
B—a,+% (34)
ox,
with 0%, |ox, = 0. (35)
From (7) with —k substituted for k in the second term of the integrand,
V=i [ kegley™(Agert Ay )0 dok. (36)
The corresponding equation for U is, since U = 9V Jox,,
U =~ [ kky (A=A, )emi9 & (37)
The electric field is given by
£, ——B,— 04,
ox,
— —g 4tU) (38)
ox,
Thus divé = —Q—Bi’——vao
ox,
= —V(d4,+ ). (39)

It is evident that any longitudinal variable commutes with any
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transverse variable. Some useful P.B. relations will now be worked
out. We shall use the notation—for any field function f,,

9 of ,
Sy oy o
If in (32) we put » = r, v = s and differentiate the equation with
respect to x,, we get
(B, As] = 4mg,, &"(Xx—X') = —dnd%(x—X'),
or, from (39), [div &,, 4,,] = 4md(x—X'). (41)
Now (39) shows that div & is a function only of the longitudinal
variables, so (41) gives
[div &,V 5] = 4md%(x—X') = —4mwd¥(x—X').
Integrating with respect to x;, we get
[div €&, V] = —4nd(x—X'), (42)
there being no constant of integration since the field functions €, and -
¥V, are made up of waves of non-zero wave length. From (42) and (39)

VU,V ] = 4nd(x—x').
Integrating with the help of formula (72) of § 38, we get

[TVl = —|x—x'| %, (43)
there being no constant of integration or other terms not vanishing

at infinity on the right-hand side, because U, and V, are made up of
waves of non-zero wave length. We have from (38) and (43)

(€ Vel = —[U Vel = —(@—a) [x—X"| 2 (44)
We shall now obtain the Hamiltonian in terms of the 4, and B,
variables. We have from the second of equations (30)

[ Bux Bty &
== f f f oo ey (A s — Ay i) (AP — APy e 10X =10%) J3Je3 ) d3z
= 8% f j oo Ko A e — A, ) (At — AH )3 (kK') dhd®k’
= — 88 j k(A p— A, ) Ar_ — Ak &k

Similarly, from the first of equations (30),

J’ A AR B
= — [[] ekt A st A ) (At A )em 0000 PR B
= 8 [ k(A uct A, )(Ar et AR P
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Adding and dividing by —8x, we get
—(8m)1 f (B, Br+A,rAr) dx
= 22 f ko2 (A e A+ A, A ) d.
This is equal to Hy given by (19), apart from an infinite numerical

term. The formula (19) for Hy already involves an arbifrary numerical
term, so we may take

Hyp = —(8m)-1 f (B, Br+A,74r) dx (45)

with an arbitrary numerical term, different from that of (19).

The Hamiltonian (45) can, of course, be used to give the Heisenberg
equations of motion, and the arbitrary numerical term in it does not
have any effect. One can easily check, using (31), (32) and (33), that

04,/0my = [A,, Hp] = By, } (46)
and 0B, [0z, = [B,, Hp] = V24,
agreeing with (29) and (1). It also gives the Schrodinger equation of
motion i#d|PY|dzy = Hy|P)

for a ket |P) representing a state in the Schrodinger picture. The
arbitrary numerical term here has the effect of changing |P) by a
phase factor, which is not of physical importance.

We can decompose the expression (45) for Hy into a transverse
part Hp, and a longitudinal part Hy;. We have from (34)

[ B, B, &#x = [ (B,+U"#,+T") =
= f B.B, & + [ UrU” dz,
since the cross terms vanish on account of
[, d0 = — [ VB dtw =0
from (35). Similarly we have from (8)
f AjpA0 ddx = f Aol B + f yrayre dsa,
with the cross terms vanishing again. Thus (45) becomes
Hy = Hpp+Hpy,

with Hpp = (87)1 f (B, B,+L554%) dx (47)
and  Hp, = (87)1 f (UrUr - VrsPrs— By B,— A Ay) . (48)
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It should be noted that the term
(8)—1 f Aol A3
in Hpp can be transformed to
—(8n) [ A A dw = —(8a) [ (A —Ar) B

= (8m)7t [ (A —ly) I

= (16m) [ (Ap— ) (AP —hy) d

= (8m)1 f H2 d3,
so this term is just the magnetic energy. Some further partial inte-
grations give
f Vrsyrs dsg — J' yrss dsz,
so (48) may be written

Hyp, = (8m) [ {(U— Ay (U+Ao)+(V7—B)(V*+ By)} d'. (49)

77. The supplementary conditions

We must now go back to the Maxwell equation (2), which we have
ignored so far. We cannot take this equation over directly into the
quantum theory without getting inconsistencies. The left-hand side
of the equation does not commute with A4 ,(x’), according to the
quantum conditions (28), so this left-hand side cannot vanish. The
way out of the difficulty was shown by Fermi.f It consists in adopting
a less stringent equation, namely the equation

(04,/02,)|P) = 0, (50)
and assuming it to hold for any | P) corresponding to a state that can
actually occur in nature. There is one equation (50) for each point
in space-time and these equations must all hold for any ket corre-
sponding to a state that can actually oceur.

We shall call a condition such as (50), which a ket has to satisfy to
correspond to an actual state, a supplementary condition. The exis-
tence of supplementary conditions in the theory does not mean any
departure from or modification in the general principles of quantum
mechanics. The principle of superposition of states and the whole of
the general theory of states, dynamical variables, and observables,
as given in Chapter II, apply also when there are supplementary

1 Fermi, Reviews of Modern Physics, 4 (1932), 125.
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conditions, provided we impose a further requirement on a linear
operator in order that it may represent an observable. We define a
linear operator to be physical if it has the property that, when it.
operates on any ket satisfying the supplementary conditions, it pro-
duces another ket satisfying the supplementary conditions. In order
that a linear operator may represent an observable it must evidently
satisfy the requirement of being physical, in addition to the require-
ments of § 10.

We have already had an example of supplementary conditions in
the theory of systems eontaim’ng several similar particles. The con-
dition that only symmetrical wave functions, or only antisymmetrical
wave functions, represent states that can actually occur in nature, is
precisely of the same type as condition (50) and is what we are now
calling a supplementary condition. In this theory the requirement
that a linear operator shall be physical is that it shall be symmetrical
between the similar particles.

When we introduce supplementary conditions into our theory we
must verify that they are consistent, i.e. not too restrictive to allow
any ket at all to satisfy them. If we have more than one supplementary
condition, we can deduce further supplementary conditions from them
by taking P.B.s of the operators in them; thus if we have

U|Py =0, V|Py =0, (51)
we can deduce

(U, V|Py =0, [U,[UVIIP) =0, (52)

and so on. To verify that our supplementary conditions are consistent
we have to look into all the further supplementary conditions obtain-
able by this procedure to see that they can be satisfied, which we can
usually do by showing that after a certain point the further supple-
mentary conditions are all either identically satisfied or repetitions
of the previous ones.

We must also verify that the supplementary conditions are in agree-
ment with the equations of motion. In the Heisenberg picture, for
which theket | P)in (51)isfixed, we shall have different supplementary
conditions referring to different times and they must all be consistent,
in the way discussed above. In the Schrédinger picture, for which the
ket | P) varies with the time inaccordance with Schrédinger’s equation,
we require that if | P) satisfies the supplementary conditions initially
it satisfies them always. This means that d|P)/dt must satisfy the
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supplementary conditions, or that H|P) must satisfy the supplemen-
tary conditions, or that H must be physical.
1t is convenient when we have a supplementary condition U |P) = 0

to write U~o0 (53)

and to call (53) a weak equation, in distinction to an ordinary or strong
equation. A weak equation gives another weak equation if it is
multiplied by any factor on the left, but does not in general give a valid
equation if it is multiplied by a factor on the right. Thus a weak
equation must not be used in working out P.B.s. With this way of
speaking, the requirement (52) that the supplementary conditions are
consistent becomes the requirement that the P.B.s of the operators
in the supplementary conditions shall vanish weakly.

The condition for a dynamical variable £ to be physical is that, for
each supplementary condition U|P) = 0, we have

U¢IPy =0,
and hence [U,¢]|1P> = 0.
Thus the condition is that the P.B. of the dynamical variable with
each of the operators of the supplementary conditions shall vanish
weakly.
Let us now return to electrodynamics. We take equation (2) to be
a weak equation, so it should be written
24,,/0x, = 0. (54)
In the Heisenberg picture we have one of these equations for each
point . To check their consistency, we take two arbitrary points x
and 2 in space-time and form the P.B.
04 (x) 84,(z') 2 ,
|25, 2] = G ) 40

ox, ox, | oz . 0,

Evaluating it with the help of (28), we get

RA(x—2x')

K oz, o, = —DA@—a) =0

from (25), so the requirements for consistency are satisfied strongly.
As we have verified that the supplementary conditions are consistent
at all times in the Heisenberg picture, we have verified that they are
in agreement with the equations of motion.

Since equation (54) is only a weak equation, any of its consequences
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in the ordinary Maxwell theory will be valid in the quantum theory
only as weak equations. The equations

div# = 0, oMot = —curl €

follow simply from the definitions of & and# in terms of the potentials,
so they are valid strongly in the quantum theory. The other Maxwell
equations for empty space, namely

div€ =~ 0, 0€&/ot =~ curl ¥, (55)

[N

are weak equations in the quantum theory, because one needs the
help of (54) as well as (1) in deriving them.

The field quantities & and # are components of the antlsymmetmc
tensor 04”/ox,—0A*/ox,. The P.B. of the tensor with the operator
of (54) at a general point z’ is

[E)A”(z)_&AF(x)’ 8{10(9:’)] _ pPAa—2)  PA@@—2) —o.

oz, ox oz, oz, o, T o, o,

It follows that & and # are physical. The potentials 4, are not
physical.

The supplementary conditions affecting the dynamical variables at
a particular time are

i go, 2., (56)
oz, oxy 0%,
Higher differentiations with respect to x, do not give independent
equations, but equations which are consequences of these and the
strong equation (1). Thus in terms of the Schrodinger variables of

§ 76, the supplementary conditions are

By +4, = (87)
and (A7+ B,y = 0. : (58)
Equation (58) is the same as the first of equations (55) and may also

be written, from (39),
V¥4,+U) = 0.
Since this holds throughout three-dimensional space, it leads to

A+U = 0. (59)
Noting that A, = V™, we can now see from (49) that
Hop =2 0. - (60)

Thus there is no longttudinal field energy for states that occur in nature.
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To set up a convenient representation, we introduce a standard ket
|0> satisfying the supplementary conditions

(Bo+AN0p) =0,  (4p+U)[0p> =0, (61)
and also satisfying A |0z = 0. - (62)

These conditions are consistent, because .27, commutes with the
operators in (61), and they are sufficient to fix |0z) completely, apart
from a numerical factor, because the only independent dynamical
variables that we have are 4,, B,, U, A, o,,, <Z,, and of these
Ay+U, By+A,, 4, form a complete commuting set. With this
standard ket we can express any ket as

V(Ao B, ) |05 (63)

Our representation is just the Fock representation so far as concerns
the transverse dynamical variables oZ,, &Z,, so ¥ must be a power
series in the variables &7, , with different terms in the series corre-
sponding to the presence of different numbers of photons. The number
of variables occurring in ¥ is a continuous infinity, so ¥ is what
mathematicians call a ‘functional’.

If the ket (63) satisfies the supplementary conditions, ¥ must be
independent of 4, and B,, and thus a function only of the 27,,. So
physical states are represented by kets of the form

RAC/MIUDR (64)

with ¥ a power series in the variables .«7,. The standard ket [0z)
itself represents the physical state with no photons present, the perfect
vacuum.

Our Hamiltonian Hy and its parts Hp, Hg, have so far contained
arbitrary numerical terms. It is convenient to choose these terms so
that Hy;, Hpp ate zero for the perfect vacuum. The result (60) shows
that Hy, given by (48) or (49) has the numerical term in it correctly
chosen to make Hy; have the value zero for the perfect vacuum, as
well as for every other physical state. We must take Hyp to be

Hpp = 4n* f ko® Ly Ay Ak, (65)

the transverse part of (19), in order that the numerical term in it may
be correctly chosen to give no zero-point energy for the photons.
(47) differs from (65) by an infinite numerical term, consisting of a
half-quantum of energy for each photon state.
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78. Electrons and positrons by themselves

We now consider electrons and positrons in the absence of electro-
magnetic field. The state of an electron is described, as in Chapter XI,
by a wave function ¢ with four components ¢, (@ = 1, 2, 3, 4), satis-
fying the wave equation :

iﬁ% — ik a,:_i+amm¢. ~ (66)
To get a many-electron theory we shall apply the method of second’
quantization of § 65, which involves changing the one-electron wave
function into a set of operators satisfying certain anticommutation
relations.

When we are dealing with i at various places at a given time we
may write it ¢, with x denoting #,, z,, x;. Its components are then
e We pass to the momentum representation with the wave function
i, by a three-dimensional Fourier resolution

= h? f ity dop, = kb f e~y Bz, (67)

i, has four components ¢,,, corresponding to the four components
of .. In this representation the energy operator is
Do = o, Pty m,
in which the momentum operators p, are multiplying factors.
We can separate ¢ into a positive-energy part ¢ and a negative-
energy part , b= £+L,

¢ and { each having four components like . In the momentum
representation they are given by

b=l T e =i @
since these equations lead to

Doy = (Pt m)é, = Ho, Pt m+(pP+m?)H,

= (P*+m?)i,,

and similarly Polp = —(P2m?)L,
showing that ¢, and {, are eigenfunctions of p, with the eigenvalues
(p?*+m?)t and — (p2+m?)F respectively. When one is working with
the operators

b

%{l_{_arpr—l"o‘mm}’ 1{1_arpr+amm

(p2+m?)t 2 (p2+m?)t
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one should note that their squares are equal to themselves and their
product in either order is zero.

The second quantization makes the i’s into operators like the 7’s
of § 65, satisfying anticommutation relations like (11’) of § 65. Using
the notation for the anticommutator

MN+NM = [M,N].,, (69)
we get [‘pux’ l/’bx']-k =0, [‘Z’ax: lf‘b,{h =0, } (70)
[llbax’ J"bx']—# = SabS(X—X/),

the function 8(x—x’) appearing in the last equation owing to the X’s
taking on continuous ranges of values. On transforming to the p-
representation according to (67), we get

[‘ﬁap’ ’ﬁbp’]+ =0, [lZap’ ‘I’bp']-&- =0,
[¢’u,p’ pr']+ = 8abs(p——'p’)~
With ¢ and { defined again by (68), the last of equations (71) gives

- 1 _ 1 ,
[gapr fbp’]—k == é{l _|_ W} [y’ljcp, ‘)bdp’]—f-é{l + w}db

} (71)

(P*+m?)} (P2 +mA
. 1 0‘7‘1)1'_*_0‘m7n —n’
=5\ |, P ™
and similarly
L Dol = 1{1_w 5(p—p') (73)
i N AL
and [fap’ gbp']—{- = [Eap’ Cbp']+ = 0.

According to the interpretation of § 65, the operators i,, are
operators of annihilation of an electron of momentum p and the
operators i, are operators of creation of an electron of momentum p.
To avoid the unphysical notion of negative-energy electrons, we must
pass over to a new interpretation based on the positron theory of § 73.
The annihilation of a negative-energy electron is to be understood as
the creation of a hole in the sea of negative-energy electrons, or the
creation of a positron. So the operators {,, become operators of
creation of a positron. The positron has the momentum — p, because
an amount p of momentum gets annihilated. Similarly the {,, become
operators of annihilation of a positron of momentum —p. The £,,
and £,, are operators of annihilation and creation respectively of an
ordinary, positive-energy electron of momentum p.

3595.57 U
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It should be noted that, although £, has four components, only
two of them are independent, because the four are connected by
o, P, m
1 om 2le — o,
=
which involves two independent equations. The two independent
components of ¢, correspond to the annihilation of an electron in
each of the two independent states of spin. Similarly {, has only
two independent components, because of the equations
1 o Prtoy, M =0,
L
and they correspond to the creation of a positron in the two inde-

pendent states of spin. :
The vacuum state, for which there are no electrons or positrons

present, is represented by the ket |0p) satisfying

fap|OP> =0, Z{lp[OP> = 0. (74)
We can use this ket as the standard ket of a representation. We then
have any ket expressed as

\F(gap: Cap) |0P>;
in which the function, or rather functional, ¥ is a power series in the
variables £, {,,- Each term of ¥ is like (17') of § 65. It must not
contain any of its variables to a higher power than the first. It corre-
sponds to the existence of certain (positive-energy) electrons and
certain positrons, in states specified by the labels of the variables
appearing in it.

From (12’) of § 65, the total number of electrons is szap bap Bp
summed over . We may write it in the notation of equation (12) of
§ 67 as f TAS i, @®p. Transforming it to the x-representation by (67),
we get
i [[[ ooy g dswiardip = [ P,
showing that the density of the electrons is i 4 . This result includes
an infinite constant representing the density of the sea of negative-
energy electrons.

We get a quantity of more physical significance if we take the total
charge @, equal to the number of positive-energy electrons minus the
number of holes or positrons, all multiplied by —e. Thus

Q=—c[ @G&-0L)d. (75)
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We can evaluate this with the help of (68). Using the transpose of
the second of these equations, namely
L= 4 % I ptodym
P (p2mA)t )’
we get

0= [ a1+ %3#)% (1- St s)g,) e

Now for any matrix « whose diagonal sum iszero, the anticommutation
relations (71) give

‘ZL m/’p'_f_‘rl‘;r)' O‘T‘Zp = aab(‘;ap‘pbp'_*_lﬁbp’ l/;ap) = O‘aag(p_p’) =0, (76)
a result which we may assume still holds for p’ = p. Then the
expression for @ reduces to

Transforming it to the x-representation as before, we get
Q = —e [ HFLd—¥id) &z,

showing that the charge density is
ij = _%e(lz;; ¢x_¢; J’-x)‘ (77) .
The interpretation of the one-electron wave function in § 68 gives,
besides the probability density ¢!y, a probability current e, .
With second quantization we shall have correspondingly a flow of
electrons, given by the operator ¢} o, . The sea of negative-energy

electrons produces no resultant flow of electrons, from symmetry,
and so the electric current is

< _e‘p; O‘T(/’x' (78)
The total energy of the electrons is, from formula (29) of§ 60, which
is valid also for fermions,

o =] By #0 = [ Bspsboumhys. 10
It becomes, when transformed to the x-representation,
Hy = [ J(—ifla, 7+ mis) ds. (80)

This total energy contains an infinite numerical term representing
the energy of the sea of negative-energy electrons.
We get a quantity of more physical significance if we take the energy
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of all the electrons and positrons, reckoning the energy of the vacuum
as zero. This quantity is

Hp = [ (p*+m)HE &+ 15 L,) @2 (81)
B
1S ) 27

= [ 4} Pt )y — (ot o, o M)} dop+
+ [ O m Ty tghd,) . (82)

From (76), the first integral in (82) is the same as (79) and is just
Hp.. The second integral is an infinite constant and is minus the
energy of all the negative-energy electrons of the vacuum distribution.

We may take either Hy or Hp as the Hamiltonian. The Heisenberg
equation of motion for i, is thus

a‘»l‘ax/ 6"1:0 [‘:l'axi HP} w’ax’ HP’]’

and if we work this out we just get back to the wave equation for i,
namely (66).

We must now look into the question of whether the theory is
relativistic. It is built up from operators 4 which satisfy the field
equations (66). These equations are the same as the wave equation
for the one-electron wave function and are known to be invariant
under Lorentz transformations, provided ¢ transforms according to
the law (20) of Chapter XI. Our present theory goes beyond the
one-electron theory in that anticommutation relations are introduced
for the i’s and J’s, and it becomes necessary to verify that these
anticommutation relations are Lorentz invariant.

We proceed by a method analogous to that of § 75. We take two
general points z and 2’ in space-time and form the anticommutator

Kab .’L‘ x ‘/’a l1bb( +Jb(x’)¢a(x) (83)

We can evaluate it by working directly from the anticommutation
relations (71) for the Fourier components of y and . A simpler way
is to note certain properties that K,,(x,2’) must have, namely

(i) it involves x, and ,, only through their difference x,—;
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(ii) it satisfies the wave equation
N )
(zﬁga—c; iin - — o m)abec(x, &) = 0 (84)
on account of J(x) satisfying (66);
(iii) for z, = xj it has the value §,8(x—x’), as follows from the
third of equations (70).
These properties are sufficient to fix K, ,(z, ") completely, since (iii)
fixes it for @, = =y, (ii) shows how it depends on z,, and (i) then shows
how it depends on . The solution is easily seen to be

K y(@,2") = b= [ 3 {14 (o Pyt ) Do} &2 dp, - (85)

where the > means a summation over the two values + (p?4-m?)? for
P, with particular values for p,, p,, ps. It satisfies (ii) since the operator
in (84) produces the factor (p,—a,p,—a,m) in the integrand of
(85), which factor gives zero when multiplied on the left into the
factor {}. It satisfies (iii) since, with z;, = xp, the summation over p,
makes the second term in {} cancel out.

The law of transformation for b and J given in § 68 has the effect
of making the quantities (2')x, )(2) transform like the four com-
ponents of a 4-vector and making ¢'(2)a,, $(z) invariant. Thus

Dt (@Yot () SPT (2 Yot () (86)
is invariant with I# any 4-vector and S any scalar. The invariance
of (86) must be sufficient to ensure the correct transformation law
for ¢ and ¢, since it enables one to deduce the invariance of the wave
equation for ¢, by taking I+ = % d/ox,, S = —m.

The invariance of (86) leads to the invariance of

(lp'o‘y,‘i_Sam)ab{‘z’.a(x/)‘#’b(x)+‘/’b(x)liza(x,)}'
Thus (o + Soty) gy Kpo(, @) (87)
should be invariant with K, (x,2') given by (85), and its invariance
would be sufficient to ensure the invariance of the anticommutation
relations. We get for (87)

h-3 f Z %(lp‘x‘u.‘{_sam)ab(po—i_arpr_l_o‘m m)ba e—i(x—:c’).plﬁpo—l d3p
= h7? f 2 H(lo—Ts g+ So)(Pot o Py t-at M) g €@ =PI dPp
= 172 [ 3 20y po—1, p,+ Sme=ie-0lip; 1 d3p. (88)

This is Lorentz invariant because the differential element p; ! d3p is
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Lorentz invariant. Thus the relativistic invariance of the theory is
proved.

79. The interaction

The complete Hamiltonian for electrons and positrons interacting
with the electromagnetic field is
where Hyp is the Hamiltonian for the electromagnetic field alone,
given by (19) or (45), Hp is the Hamiltonian for the electrons and
positrons alone, given by (80) or (81), and Hy, is the interaction energy,
involving the dynamical variables of the electrons and positrons as
well as those of the electromagnetic field. We take

H, = f Avj, dox, . (90)
with j, given by (77) and (78), as we shall see that this gives the correct
equations of motion. Thus, with neglect of infinite numerical terms,

H = [ (oo — iy —edng) -+ F g mf— e AN GHY— g )} o —
—(8m)1 f (B, Bu+ A, Arr) diz.  (91)
Let us work out the Heisenberg equations of motion that follow
from the Hamiltonian (91). We have _
i a‘;bux/axo = ‘/}ax‘H—H'tbax = ‘!‘ax(HP_i_HQ)— (HP+HQ)¢ax
= f [¢ax’ lrljbx’]+{ar(_iﬁl/’x’r’"_’e‘4rx’ ¢x’)+
+ Gy m‘/’x"—erx' l[}x’}b a*z'
= {O‘r( —iﬁ¢lxr_eArx ¢’X)+ am m¢x_erx ‘/’x}a'

Thus {oz“(ih-é% 4+ eA#) —~'(xm m}zp — '0, (92)

This agrees with the one-electron wave equation (11) of Chapter XI.
Since H is real, the equation of motion for J will be the conjugate of
the equation of motion for i and so will agree with (12) of Chapter XI.
Thus the interaction (90) gives correctly the action of the field on the
electrons and positrons. Further we have, making use of the P.B.
relations in (46),

04, |oxy = [A,, H] = [A,, Hy]

= B, (93)
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and 0B, /0y = [Bux H] = [Bxs Hpl+[Bx Hgl

= V2A#x+ j [B,u-x’Avx’]jvx’ dsx’
= V24, 47 (94)
(93) and (94) lead to 04, = 4mj,, (95)

which agrees with the Maxwell theory and shows that the interaction
(90) gives correctly the action of the electrons and positrons on the
field.

To complete the theory we must bring in the supplementary con-
ditions (54). We must verify that they are in agreement with the
equations of motion. The method used in § 77, which consisted in
showing that the supplementary conditions at different times in the
Heisenberg picture are consistent with one another, is no longer
applicable, because the quantum conditions connecting dynamical
variables at different times get altered by the interaction in a way
that is too complicated to be worked out. So we shall obtain all the
supplementary conditions affecting the dynamical variables at one
instant of time and check whether they are consistent.

We have again equations (56). A further differentiation with respect

to z, gives ) [J0A4,,/éx, = 0. (96)
Now the equation of motion for ¢, namely (92), leads, as in § 68, to

3(1];1'0(# l)l’)/ax,u =0,
This is the same as %ulox, =0, (97)

because the difference between —eJi'y and j, is constant in time, even
though it is infinite. From (95) we now see that (96) holds as a strong
equation. Thus equations (56) are the only independent supplemen-
tary conditions affecting the dynamical variables at one instant of
time. The first of them gives (57), as before, and the second now gives,
with the help of (95) for u = 0,

(A + B,y +4mj, = 0. (98)
This may be written

(Ag+UY7+dmjy = 0 (99)
or, from (39), div&—4nj, = 0, (100)

and is just one of the Maxwell equations.



300 QUANTUM ELECTRODYNAMICS §79

One can see without detailed calculation that, for any two points

z and z’ at the same time,

[JoxrJox] = 0,

since, from the form of (70), the P.B. must be a multiple of §(x—x’)
and cannot contain derivatives of §(x—x’), while also it has to be anti-
symmetrical between X and x’. Thus the extra terms 4mj,, in equa-
tions (98) for various values of X, as compared with the corresponding
equations (58), commute with one another as well as with all the
other dynamical variables occurring in (58) and (57). It follows that
these extra terms will not disturb the consistency of (58) and (57),
and hence (98) and (57) are consistent.

Our method of introducing interaction into the theory was not
relativistic, since the interaction energy (90) involves the dynamical
variables at an instant of time in some Lorentz frame. It therefore
becomes questionable whether the theory with interaction is a rela-
tivistic one. Our field equations, namely (92) and (95), are evidently
relativistic and so are the supplementary conditions (54). It remains
uncertain whether the quantum conditions are Lorentz invariant.

We know the quantum conditions connecting all our dynamical
variables A4, By x> Yoy 3t & given time z,, We cannot, as men-
tioned above, work out the general quantum conditions connecting
dynamical variables at any two points in space-time, because the
interaction makes it too complicated. We shall therefore make an
infinitesimal Lorentz transformation and work out the quantum con-
ditions at a given time in the new frame of reference. If we can estab-
lish that the quantum conditions are invariant under infinitesimal
Lorentz transformations, their invariance under finite Lorentz trans-
formations will follow.

Let zff be the time coordinate in the new frame of reference. It is
connected with the original coordinates by

zE = x4+ ev, 2, (101)
where ¢ is an infinitesimal number and v, is a three-dimensional vector,
ev, being the relative velocity of the two frames. We shall neglect
terms of order 2.

A field quantity « at the place x at the time z} in the new frame
has the value

K(X, 28) = r(X, zy)+ (2f —2,) Ok, [ox, = K(X, Zy)+€v, 2, [k, H].
(102)
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Its P.B. with another such field quantity A(x’, z§) is
[ie(%, ), (X', 3] = [k(X, @)+ v, [y, H]N(X', 20) +-€2, 2y, H]]
— [, ), M, ) €0, By, [Ny HT1H-
+ev, 2, [[Kky, H],A]
= [(X, %), A(X', @) [+ €02, — ) [, [ H]1+
+ev, 2, [[Kk,, A ], H]. (103)
If « and A are i or i variables, we should be interested in their anti-

commutator instead of their P.B. Using the notation (69) for the
anticommutator, we have

[r(x, .’L‘?;), A(x', x?)] +

= [k(X,%,), (X', Zo)] 1+ €v, Tk [N H1l A €0, 2, [y, H], A .

= [k(x, ), A(X, xo)]++evr(x:‘—-xr)[’<x,1 s Hl A ev, [y, A 14, HI-

(104)

With « and A any two of the basic variables 4,, B, i, J,, the P.B.
[k, A.] or anticommutator [r,, A, ],, as the case may be, is a number,
and so the last term in (103) or (104) vanishes. We are left with

[e(x, 25), MX', 23)]. = [K(X, %), A(X', )] 4-

+ €0, (0 — 2, ) Kxs [Awes Hp+ Hp ]|+ v, —2,)[kx, [Ax, Ho ],  (105)
where [k, 7], denotes the P.B. or the anticommutator, as the case may
be. From the form (90) for H, we see that [, H,] can involve only
the dynamical variables 4., {/yy, {uy and cannot involve any deriva-
tives of these variables. It follows that [k, [A,, Hpll,, if it does not
vanish, will be a multiple of §(x—x’) and will not contain terms with
derivatives of §(x—x’). Hence the last term of (105) vanishes. We
can conclude that [r(X,z§),A(X’, )], has the same value as when
there is no interaction, and is thus Lorentz invariant from our earlier
work.

A possible criticism of the above proof'should be noted. At several
places we worked out expressions in powers of e and neglected €.
Such a procedure cannot be valid for calculating [«(x), A(z")], with =
and ' two general points in space-time lying close together, so that
xﬁ—x;L is of order €, because the result of the calculation should be
a function of the (x,—))’s having a singularity when the 4-vector
x—a’ lies on the light-cone and such a function, of course, cannot be

expanded as a power series in the (z,—2},)’s.

X
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To validate the argument we should reformulate it so as to avoid
the use of the § function. Instead of evaluating [«(x, #§), A(X, z¥)]..,
we should evaluate

| [ axn(x,ab) da, [ berx',23) @] (106)
where a, and b, are two arbitrary continuous functions of x,, x,, .
Then the quantities that we need to expand in powers of ¢ all vary
continuously with a continuous change in the direction of the time-
axis, and the expansions are justifiable. The equations that we now
get are those of the previous argument multiplied by a,b,. d3zd3z’
and integrated. We are led to the same conclusion—that the P.B.
or anticommutator has the same value as when there is no interaction.

It will be seen that the reason why the interaction does not disturb
the quantum conditions is because it is so simple, involving only the
basic dynamical variables and not their derivatives. The P.B.s and
anticommutators have the same values as with no interaction pro-
vided they refer to variables at two points in space-time that are at
the same time with respect to some observer. This means the two
points must be outsidé each other’s light-cones and may approach
coincidence only along a path lying outside the light-cone.

80. The physical variables
A ket |P) that represents a physmal state must satisfy the supple-
mentary conditions
(By+4,7)|P) =0, (div &—4d7j,)| P> = 0. (107)
A dynamical variable is physical if, when multiplied into any ket
satisfying these conditions, it gives another ket satisfying these con-
ditions. This requires that it shall commute with the quantities
By+4,, div &—4j,. (108)
Let us see what simple dynamical variables have this property.

The transverse field variables &7, 4, evidently commute with the
quantities (108) and are physical. The variable i, commutes with
the first of the quantities (108) but not the second and is thus not
physical. We have

lﬁ[‘/’ax’ ‘/be x7[’bx] - ‘ﬁax ll’bx +l/ll7x l/JaX ‘/’bx
= 8ab8 X— X Sl/bx - '*/’ax X'_X’)'
Thus (o Jox ] = 1€/t hae S(X—X"). (109)
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From (42)
[eieVxl% div & ] = 4miefh.e®Vxh§(x —X").
Hence
[eieV =it div & —4dmjo] = [eteVxlh, div é‘x,]xpax—stweievx/h[l/,ux, Jox')
= 0.
Thus if we put Pl = eV (110)

* . commutes with both expressions (108) and is physical. Similarly
. is physical. The variables <, Z,, ¥, i} are the only independent
physical variables, apart from the quantities (108) themselves.

We have
Jo = =R *), = —efTa g (111)
Thus the charge density and current are physical. Also it is easily
seen that & and # are physical, just as in the case when there are
no electrons and positrons present. All those variables are physical
that are unaffected by the arbitrariness that exists in the electro-
magnetic potentials in the Maxwell theory. _
The operator i,, represents the creation of a positron or the
annihilation of an electron at the place x. Let us see what is the
physical significance of the operator ¢¥,. From (44)

e, €] = etV (g, —af) | x— x|,
and hence i €l = eielr,—al) | x—X'|
or €m’ ‘/’?:x = ‘/’Zx{ém’+e(x;“xr)lX/_Xl—s}' (112)
Take a state |P) for which &, at a certain point X’ certainly has the
numerical value c,, so that
E| Py = c,|P).
Then from (112)
e Wax| P) = {c, e, —a,) [ X' — X |}z | P),
so for the state y¥|P), &, at the point x’ certainly has the value
¢+ e(a,—a,) | X' — x| %,
This means that the operator /iy, besides creating a positron or annihi-
lating an electron at the point X, increases the electric field at the
point X’ by e(x,—z,)|x'—x|=%, which is just the classical Coulomb
field at x’ of a positron with charge e at the point x. Thus the operator
s creates a positron at the point x together with its Coulomb field,
or else annihilates an electron at x fogether with its Coulomb field.
. For electrons and positrons interacting with the electromagnetic
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field it is the variables ¢*, J*, rather than the variables i, , that
correspond to the physical processes of creation and annihilation of
electrons and positrons, since these processes must always be accom-
panied by the appropriate Coulomb change in the electric field around
the point where the particle is created or annihilated. It is easily seen
that the variables ¢, J, satisfy the same anticommutation relations
(70) as the unstarred variables. When we pass to the momentum
representation the important quantities will be, not the unphysical
variables 4, defined by (67), but the physical variables y defined by
Pt = bt f eiOPIYE dBp gk = pt ( e~ iRk dPp. (113)

We must now replace (68) by
1 oy, M 1 Oy M
R
and take £ to represent the annihilation of an electron of momentum
p, & the creation of an electron of momentum P, 5 the creation of
a positron of momentum —p and } the a,nnihilation of a positron
of momentum —p. The variables 3, J%, &5, &, %, T will all sa’msfy
the same anticommutation relations as the correspondmg unstarred
variables.

We can express the Hamlltoman entirely in terms of physical
variables. We have

‘/,*r — eieI’lﬁ(‘/lr__l_ie/ﬁ. Vr¢)
Thus

HpetHy = [ (B o[ — il —e(al— Vo)1 oy i A%} o

= [ Pt (il — et ) i A% B
The last term in the integrand here should be combined with Hy;.
From (49) and (57)

Hpp =2 — (87)1 f (U—A)U+ A, d3
3 J. (U—4y)j, d
with the help of (99). Thus
Hy+ {Aojo $x = 1 [ (U+4y)j, d=.
Integrating (99) with the help of formula (72) of § 38, we get

At U, = f Jox__ gay,
Jox—=x'|
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and hence
1 T
H A% By ~ = JoxJox' 73,435
Thus we get H~ H*
with

H¥ = [ (¥, (— il —est ) o, mip*} dPat

+HFT+% ff T%%ﬁ Dadds’.  (114)
We may use H* instead of H as our Hamiltonian. It leads to wne
same Schrodinger equation for a physical ket, since if [P) is physical
H*|Py = H|P).
Also it leads to the same Heisenberg equations of motion for physical
variables, since if ¢ is a physical variable
[¢, H*] = [£, H)~
Thus H* and H are equivalent Hamiltonians for the physical quanti-
ties, and the others do not matter.

H*involves only physical variables. The longitudinal field variables
do not appear in it. Instead of them we have the last term of (114),
which is just the Coulomb interaction energy of any charges that are
present. The appearance of such a term in a relativistic theory is
rather strange, as it is an energy associated with the instantaneous
propagation of forces. It appears as a result of our having transformed
the theory a long way from the Heisenberg form in which the relati-
vistic invariance of the theory is manifest.

We could set up a representation by taking as standard ket the
product of the standard ket |05) for the electromagnetic field alone,
given by (61) and (62), with the standard ket |0p) for the electrons
and positrons alone, given by (74). This representation would not be
a convenient one, however, because its standard ket does not satisfy
the second of the supplementary conditions (107 ).

We get a more convenient representation if we take another stan-
dard ket |@) satisfying ‘

(By+4N|@> =0, - (divE—dmjy)|@)> =0, (115)
Q) =0, £t =0, (L@ =0. (116)
These conditions are consistent, because the operators on [@) in

them all commute or anticommute with each other, and there are
enough of them tofix |@> completely, apart from a numerical factor,
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because there are as many of them as of the conditions for [05>|05>.
The conditions (115) show that |@) satisfies the supplementary con-
ditions and so represents a physical state. The conditions (116) show
that |@) represents a state for which there are no photons, electrons,
or positrons present.

Any ket | P) that satisfies the supplementary conditions (107) and
so represents a physical state can be expressed as some physical
variable multiplied into |@). The only independent physical vari-
ables that give non-vanishing results when applied to |@) are <7,
&, U5, Hence

|P> = ‘F(.,er, 3 Zp)IQ> . (117)

ap’
Thus | P) isrepresented by a wave functional ¥ involving the variables
Sy, EX, 0% . Tt is a power series in these variables, the various terms
in it corresponding to the existence of various numbers of photons,
electrons, and positrons, with the Coulomb fields around the electrons
and positrons.

In using the representation (117) together with the Hamiltonian H *
we have a form of the theory in which we can ignore the conditions.
(115), as,they have no effect on the kets (117). We must retain the
conditions (116). The longitudinal variables then no longer appear
in the theory.

81. Interpretation

The foregoing work establishes the basic equations of quantum
electrodynamics. There are two forms of the theory, involving the
Hamiltonians H and H* respectively. We must now consider the
interpretation and application of the theory. We shall take the H*
form for definiteness. The argument would be essentially the same
with the H form. ‘

The ket |@) represents a state for which there are no photons,
electrons, or positrons present. One would be inclined to suppose this
state to be the perfect vacuum, but it cannot be, because it is not
stationary. For it to be stationary we should need to have

H*1Q) = C|&)>

with C a number. Now H* contains the terms
) I e

st ¥ J3ar 1 - JoxJox' 73..73..7 118

efy, o, s dx%fflx X,|dzdz, (118)

which do not give numerical factors when applied to |@> and which
therefore spoil the stationary character of |@>.
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Let us call the state @ represented by |@) the no-particle state at
a certain time. If we start with the no-particle state it does not remain
the no-particle state. Particles get created wherc none previously
existed, their energy coming from the interaction part of the Hamil-
tonian.

To study this spontaneous creation of particles, we take the ket
|@> as initial ket in the Schrodinger picture and treat the terms (118)
as a perturbation giving rise to a probability of the state @ jumping
into another state, in accordance with the theory of § 44. The first of
them, resolved into its Fourier components, contains a part

—e(@)ap [ [ By Grpria PR, (119)

which causes transitions in which a photon is emitted and simul-
taneously an electron-positron pair is created. After a short time
the transition probability is proportional to the squared length of the
ket formed by multiplying (119) into the initial ket |@), which is

(&) ap(ts)eq X 4
X [[[[ @18k sscn o T i Bl Ubpsen| Q> dkdpdk @'

= (&) w(o)ea [ [ [ [ <QUALT Y, o]
X (&30 Eop e llaprcnr Llprricn)e | @D APhd®pdk'dp".
Using the values of the P.B. and anticommutators given by (4), (16),
(72), (73), we get an integrand which depends on the k, k’ variables
according to the law |k|-1§(k—k’) for large values of k and k’. This
gives an integral that diverges, so the transition probability is infinite.
The second term of (118), resolved into its Fourier components,
contains terms like £5&5 0% % .., which cause transitions in which
two electron-positron pairs are created simultaneously. One can
calculate the transition probability as before, and one finds again
that it is infinite. From these calculations one can conclude that the
state @ is not even approximately stationary. )
A theory which gives rise to infinite transition probabilities of

course cannot be correct. We can infer that there is something wrong
with quantum electrodynamics. This result need not surprise us,
because quantum electrodynamics does not provide a complete
description of nature. We know from experiment that there exist
other kinds of particles, which can get created when large amounts of
energy are available. All that we can expect from a theory of quantum
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electrodynamics is that it shall be valid for processes in which there
is not enough energy available for these other particles to be created
to an appreciable extent, say for energies up to a few hundred MeV.
Thus the high-energy part of the interaction energy (118) is quite
unreliable, and it is this high-energy part that is responsible for the
infinities.

It appears that we must modify the high-energy part of the inter-
action. At present there does notexist any detailed theory of the other
particles and so it is not possible to say how it ought to be modified.
The best we can do is to cut it out from the theory altogether, and so
remove the infinities. The precise form of the cut-off and the energy
‘where it is applied will be left unspecified. Of course, the cut-off
spoils the relativistic invariance of the theory. This is a blemish
which cannot be avoided in our present state of ignorance of high-
energy processes.

Even with a cut-off the no-particle state @ is not approximately
stationary. It therefore differs very much from the vacuum state.
The vacuum state must contain many particles, which may be
pictured as in a state of transient existence with violént fluctua-
tions.

Let us introduce the ket |V'> to represent the vacuum state. It is
the eigenket of H* belonging to the lowest eigenvalue. Here and sub-
sequently H* denotes the expression (114) modified by the cut-off.
One might try to calculate |V as a perturbation of the ket |Q>, but
such a method would be of doubtful validity, because the difference
between |V and |@) is not small. No satisfactory way of calculating
[V is known. In any case the result would depend strongly on the
cut-off, and since the cut-off is unspecified the result would not be a
definite one. -

It follows that we must develop the theory without knowing |V).
This is not a great hardship, because we are not mainly interested in
the vacuum state. We are mainly interested in states which differ
from the vacuum through having a few particles present in addition
to those associated with the vacuum fluctuations, and we want to
know how these extra particles behave. For this purpose we focus our
attention on an operator K representing the creation of the extra
particles, so that the state we are interested in appears as K |V).

We do not know how the ket |V varies with the time in the Schro-
dinger picture, since we do not know the lowest eigenvalue of H*. To
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avoid this difficulty we work in the Heisenberg picture in which |V} is
constant. We then require K|V) to represent another state in the
Heisenberg picture and thus to be another constant ket. This leads to

dK|dt = 0. (120)

Usually K will involve the time explicitly as well as Heisenberg
dynamical variables, so (120) gives
thoK [ot+KH*—H*K = 0. (121)

We now have each physical state determined by a solution K of
(120) or (121). We obtained this result without knowing the vacuum
ket |V), and we can proceed to study K without knowing |V'>. The
only further information about K that we would have if we did know
|V> would be that two K’s, say K; and K,, would correspond to the
same state if we had (K;—K,)|V> = 0. But we can get on without
this further information and count all different K’s satisfying (121)
as corresponding to different states.

We are thus led to a drastic alteration of one of the basic ideas of
quantum mechanics, namely to represent a state by a linear operator and
not a ket vector. This alteration is brought about by the complexities
of applying quantum mechanics to a field and by our ignorance of
high-energy processes.

A trivial solution of (120) or (121) is K = 1. This evidently corre-
sponds to the vacuum state.

A general solution may be put in the form of an explicit function of
¢t and of the dynamical variables at time ¢. Let us use the symbol 7,
to denote collectively the emission operators at time #. Thus 7,
equals one of the variables «7,,, &, {%, at the time ¢ in the Heisenberg
picture. The absorption operators are then 7;,. A solution of (121) then
Sppeats a3 K = f(t,m.7). (122)
We require some physical interpretation for the state represented by
this K, as the usual physical interpretation of quantum mechanics,
requiring a state to be represented by a ket, is no longer applicable.
We shall need to make some new assumptions.

Keeping to the Heisenberg picture, we introduce at each time ¢ the
ket |Q,> satisfying the conditions (116) with respect to the Heisenberg
dynamical variables at time t. These conditions may now be written

7@ = 0.
The ket |@,> corresponds to no particles existing at the time ¢ and it
provides a reference ket for the discussion of general states at time ¢.



310 QUANTUM ELECTRODYNAMICS § 81

For any state fixed by a solution K of (121) we form K|Q,> and
assume that this ket determines what can be observed at the time t and ts
to be interpreted according to the standard rules. We obtain K in the
form (122) and then arrange it so that in each term all the absorption
operators 7, are to the right of all the emission operators »,. It is then
said to be in the normal ordet. Any term in K containing an absorption
operator then contributes nothing to K|Q,>. The surviving terms in
K|Q,> will contain only emission operators, like (117). Each surviving
term is associated with certain particles in particular states, and the
square of the modulus of its coefficient (with the appropriate factors
n! when there is more than one boson in the same state) is assumed to
be, after normalization, the probability of these particles existing in
these particular states at the time ¢.

We now have a general method of physical interpretation which is
rather similar to the usual one, but there are important differences.
A term in K with an absorption operator on the right will not con-
tribute to K|Q,> and so will not contribute anything observable at
time . We may call it a latent term at the time ¢. Such a term cannot
be discarded as non-existent, because it will contribute observable
effects at other times. These latent terms are a new feature of the
theory and are to be understood as an incompleteness in the descrip-
tion of a state in terms merely of the particles which can be observed
to be present at a certain time.

As a consequence of the occurrence of latent terms, if K[@,> is
normalized at one time, it will usually not be normalized at other times.
We thus have to carry out a separate normalization for each time in
order to derive the probabilities.

82. Applications

There are two important applications of the foregoing theory in
which effects are calculated that cannot be obtained from a more
primitive theory. These applications are concerned with a single
electron in a static electric or magnetic field. As a consequence of the
interaction of the electron with electromagnetic waves, the energy
levels are shifted somewhat from their values given by the elementary
theory. The important cases are:

(i) An electron in the Coulomb field of a proton. The theory here
leads to a shift in the energy levels of the hydrogen atom. It is
named the Lamb shift, after its discoverer.

(ii) An electron in a uniform magnetic field. The extra energy is
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here interpreted as arising from an extra magnetic moment of
the clectron, called the anomalous magnetic moment.

. To take a static ficld into account one merely has to introduce
potentials to deseribe it and add them on to the potentials in the
Hamiltonian. The potentials of the static field are functions of
%,, %y, %3 only, and are numbers for each x;, x,, x;, not dynamical
variables, so their introduction does not increase the number of degrees
of freedom.

The calculations of the Lamb shift and anomalous magnetic moment
are rather complicated. They are given in detail, working from the
Hamiltonian H, in the author’s book Lectures on Quantum Field
Theory (Academic Press, 1966). The resultsarein good agreement with
experiment and provide a confirmation of the theory.

These calculations were made in terms of the Heisenberg picture
throughout. One may tackle quantum electrodynamics on the
Schrodinger picture, looking for a solution of the Schrodinger equation
by taking the no-particle ket, or a ket corresponding to just a few
particles present, as the initial ket of a perturbation procedure and
applying the standard perturbation technique. One finds that the
later terms are large and depend strongly on the cut-off, or are
infinite if there is no cut-off. The perturbation procedure is not
logically valid under these conditions.

Nevertheless people have developed this method a long way and
have devised working rules for discarding infinities (in a theory
without cut-off) in a systematic manner, so that finite residual effects
remain. The procedure is described in many books, e.g. Heitler’s
Quantum,. Theory of Radiation (Clarendon Press, 1954). The original
calculations of the Lamb shift and anomalous magnetic moment were
carried out on these lines, long before the corresponding calculations
in the Heisenberg picture. The results are the same by both methods.

I do not see how these calculations based on the Schrodinger
picture, supplemented by some working rules, can be presented as a
logical development of the standard principles of quantum mechanics.
The Schrodinger picture is unsuited for dealing with quantum electro-
dynamics, because the vacuum fluctuations play such a dominant role
in it. These fluctuations present great mathematical difficulties, and
also they are not of physical importance. They get bypassed when one
uses the Heisenberg picture, and one is then able to concentrate on
quantities that are of physical importance.
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— picture, 112.

— representation, 117.

Hermitian matrix, 68, 69.

Hilbert space, 40.

holes, 252.

identical permutation, 212.
improper function, 58.
independent, 16, 17.
intermediate state, 175.

ket, 16. B
Kramers-Heisenberg dispersion for-
mula, 248.

Lagrangian, 128.
Landé’s formula, 184.
length of a bra or ket, 22.
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linear operator, 23.
longitudinal energy, 286, 290.
— field, 277.

magnetic anomaly of the spin, 166.
— moment of electron, 165, 266.
magnitude ofangular momentum, 146.
matrix, 68, 69.

Maxwell’s equations, 290, 299.
momentum representation, 96.
multiplet, 182, 223.

non-degenerate system, 171.
no-particle state, 308.
normal order, 310.

normal state, 139.
normalization, 22.

observable, 37, 288.

— having a value, 46.

— having an average value, 46.
odd permutation, 208.

orbital variable, 220.

— angular momentum, 142, 148.
orthogonal bras, kets, 21.

— representation, 54.

— states, 22, 35.

orthogonality theorem, 32.
oscillator, 136, 227.

P.B,, 85.

Pauli’s exclusion principle, 211.
permutation, 208, 211.

phase factor, 22.

— space, 131.

physical variable, 288.

Planck’s constant, 87.

Poisson bracket, 85.

positive square root, 45.
positron, 274,

probability amplitude, 73.

— coefficient, 180.

— current, 260.

— density, 258.

— of observable having a value, 47.
proper-energy, 179.

quantum condition, 84.

radial momentum, 153.

real linear operator, 27.
reciprocal of an observable, 44.
— permutation, 212.
reciprocity theorem, 76.

relative probability amplitude, 73.
representation, 53.
representative, 53, 67.

rotation operator, 142.

scatterer, 185.

Schrédinger dynamical variable, 113.
— picture, 111.

Schrodinger’s representation, 93.
— wave equation, 111.

second quantization, 230, 251.
selection rule, 159.
-self-adjoint, 27.

similar permutations, 212.
simultaneous eigenstate, 49. -
Sommerfeld’s formula, 272.
spherical harmonie, 154.

— symmetry, 143.

spin angular momentum, 142, 267.
— of electron, 149, 266.

square root of an observable, 44.
standard ket, 79.

state, 11.

— of absorption, 187.

— of motion, 12..

— of polarization, 5.

stationary state, 116.

stimulated emission, 177, 238.
strong equation, 289.
superposition of states, 12.
supplementary condition, 287.
symmetrical ket, state, 208.

— representation, 208.
symmetrizing operator, 225.

time-dependent wave function, 111.
transformation function, 75.
translational state, 7.

transverse energy, 286, 291.

— field, 277.

uncertainty principle, 98.
unit matrix, 68, 69.
unitary, 104.

wave equation, 111.
— function, 80.
—mechanics, 14.
— packet, 97, 121.
weak equation, 289.
weight function, 66.

well-ordered function, 130.




