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Abstract

Monstrous moonshine describes the unexpected relation between the
modular J-function and the largest sporadic simple group known as the

Monster. Both objects arise naturally in a conformal vertex algebra V\; the
J-function as the character and the Monster as the automorphism group.

This vertex algebra can be interpreted as the quantum theory of a bosonic
string living on a Z2-orbifold of spacetime compactified by the Leech

lattice. We will discuss basic properties of vertex algebras and construct
vertex algebras associated to even lattices, which form the main building
block of V\. We will calculate the characters of these vertex algebras and

discuss their modular properties. Subsequently, we will develop the
quantum theory of free bosonic open and closed strings, including the

toroidal and orbifold compactificaton of the latter. We will conclude with
calculating the one-loop partition function of the closed string on the

Z2-orbifold compactified by the Leech lattice, and show it to be equal to
the J-function.
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Introduction

The term monstrous moonshine popped up for the first time as title of a
paper by Conway and Norton in 1979 [CN79]. ‘Monstrous’ referred to an
extraodinary algebraic structure, namely the largest sporadic finite simple
group M, also known as the Monster. The name was not given lightly, as
the order of M is

246 · 320 · 59 · 76 · 112 · 133 · 17 · 19 · 23 · 29 · 31 · 41 · 47 · 59 · 71,

which is roughly 8 · 1053. The sporadic groups are a category in the clas-
sification of all finite simple groups. To recall, simple groups are groups
with exactly two normal subgroups, namely the trivial group and itself. In
a way, finite simple groups form the building blocks of all finite groups,
as every finite group G allows a composition chain: a finite set of groups
G1, . . . , Gn satisfying

1 = G1 ⊂ · · · ⊂ Gn = G,

where Gi is normal in Gi+1 and Gi+1/Gi is simple for all i ∈ {1 . . . , n− 1}.
The simple groups Gi+1/Gi are called composition factors. Even though
a finite group might have more than one composition chain, the Jordan-
Hölder theorem implies that every composition chain involves the same
composition factors, that is, the same simple groups [Lan02]. A natural
question is therefore whether one can produce a list of all the finite simple
groups. It took most of the 20th century, a vast number of mathematicians
and a proof of several thousand pages long to arrive at the following clas-
sification theorem: Every finite simple group is isomorphic to either (i) a cyclic
group of prime order, (ii) an alternating group An with n ≥ 5, (iii) a group of Lie
type, or (iv) one of the 26 sporadic simple groups [Wil09]. The sporadic groups
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8 Introduction

are the ‘odd ones out’ that do not belong to any of the infinite families de-
scribed in (i)-(iii), and of these special finite simple groups, the Monster is
the largest one.

‘Moonshine’ referred to the unexpected, and at that time mostly specula-
tive, connection between the sporadic groups and a completely different
class of objects, namely modular functions. Modular functions are com-
plex functions that are invariant under certain transformations, and play
a crucial role in number theory. In their paper, Conway and Norton pro-
posed a deep connection between representations of the Monster group
and certain modular functions, the j-function in particular. This became
known as the Monstrous Moonshine Conjecture, and was eventually proven
by Borcherd in 1992 [Bor92], building on contributions from many other
mathematicians such as Kac, Frenkel, Lepowsky and Meurman. Remark-
ably, the proof makes use of results from modern physics, namely the no-
ghost theorem in string theory. The road to the proof involved an interplay
between many special structures from both mathematics and physics, such
as unimodular lattices, modular forms, Lie algebras, conformal field the-
ory, vertex algebras and string theory. The term ‘monstrous’ is therefore
quite fitting in a second sense, given the wide spectrum of theories that are
connected to the conjecture. We do not have a full understanding of moon-
shine yet, and certainly will not manage to give one in this thesis. Instead,
we will focus on the role of vertex algebras in monstrous moonshine and
their connection to string theory. First, however, in order to understand
the full statement of the conjecture and its connection to string theory, sev-
eral of the above-mentioned topics require a more in-depth introduction.

Modular functions

Modular functions can be understood by means of complex lattices and
tori. A complex lattice L is a subgroup of C of rank 2 that spans C, so we
have

L = Zλ1 + Zλ2

for certain λ1, λ2 ∈ C× (where C× denotes the group of units in C, i.e.
C \ {0}) with λ1

λ2
/∈ R. Given such a lattice, we obtain a complex torus by

taking the quotient C/L. This quotient describes a compact Riemann sur-
face, that is, a connected complex 1-manifold. In simple terms, this means
that C/L locally looks like C. When tori are viewed as a real manifolds
(so locally homeomorphic to R2) there is essentially only one torus, as any

8
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two real tori can be smoothly deformed into each other. When tori are
viewed as complex manifolds, these deformations need to be holomorphic,
and thus necessarily preserve angles. In this way, different complex lat-
tices can give rise to different complex tori. A morphism φ between two
complex tori C/L and C/L′ is by definition a (locally) holomorphic map.
One can prove that any such φ must be given by φ(z + L) = αz + β + L′

for some α, β ∈ C with αL ⊂ L′, and that φ is invertible if and only if
αL = L′ [Shu20]. Isomorphic complex tori are often called conformally
equivalent, since conformal maps are by definition angle-preserving. As
we will see (and as the name suggests), these maps play a fundamental
role in 2-dimensional conformal field theory.

We would like to have a simple description of each isomorphism class
of complex tori. Let L be a complex lattice with basis vectors λ1, λ2 and
consider the torus T := C/L. Without loss of generality, we may assume
that τ := λ1

λ2
lies in the upper half-plane H := {c ∈ C : Im(c) > 0}, also

known as the Poincaré plane. Since scaling of L will leave T invariant (up
to isomorphism), we may exchange L for the lattice Lτ with basis vectors
τ and 1. T is now defined by one complex number, namely τ, which is
often called the modular parameter. Conversely, every τ ∈ H describes a
complex torus C/Lτ. Now suppose we have τ, τ′ ∈ H such that C/Lτ

and C/Lτ′ are isomorphic. Then there exists an α ∈ C with Lτ = αLτ′ and
thus we have(

τ
1

)
= M

(
ατ′

α

)
and

(
ατ′

α

)
= M′

(
τ
1

)
for some M, M′ ∈ Mat(2, Z).

One easily checks that the matrices M and M′ are each other’s inverse.
Since the coefficients are integer, this implies det M = ±1. Writing M =(

a b
c d

)
, we obtain

τ =
τ

1
=

aατ′ + bα

cατ′ + dα
=

aτ′ + b
cτ′ + d

.

By requiring aτ′+b
cτ′+d ∈ H and using that τ′ ∈ H, one finds that ad− bc =

det M = 1. This implies that M is an element of the special linear group
SL2(Z). We conclude that τ, τ′ ∈H define the same torus if and only if

τ =

(
a b
c d

)
· τ′ :=

aτ′ + b
cτ′ + d

for some
(

a b
c d

)
∈ SL2(Z).

(Strictly speaking we only showed the ‘only if’ part; the other implication
should be easy to see.) The expression above defines an action of SL2(Z)
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10 Introduction

on H. Since for any M ∈ SL2(Z), the matrix -M acts identically on H, it
is more natural to consider the action of the quotient group PSL2(Z) =
SL2(Z)/{±1} on H. This is known as the modular group, which we will
denote as Γ. We thus find that the isomorphism classes of complex tori
correspond to the orbits of H under the action of the modular group.

Given the action of Γ on H, it is natural to look for functions on H that
are invariant under this action. Generally, a modular function is defined as
a meromorphic function f on H that satisfies f (τ) = f (g · τ) for all g ∈ Γ
and in addition is ‘meromorphic at the cusp i∞’. Before explaining this
last criterium, note that

(
1 1
0 1

)
∈ Γ, so any modular function f is periodic

as it satisfies f (τ) = f (τ + 1). This implies that f has a Fourier expansion
f (τ) = ∑∞

n=−∞ cnqn for certain cn ∈ C, where we write q = ei2πτ. For f to
be ‘meromorphic at i∞’ then means that f , viewed as function of q, has a
pole at q = 0. In other words, its q-expansion is of the form

f (τ) =
∞

∑
n=M

cnei2πτn =
∞

∑
n=M

cnqn

for some M ∈ Z [Mil17].

Modular functions are easy to define, yet apriori quite hard to construct.
Therefore they are often expressed in terms of functions that are not Γ-
invariant yet do behave ‘nicely’ under the action of Γ. These functions are
the modular forms: holomorphic functions f on H that satisfy f (g · τ) =
(cτ + d)2k f (τ) for some k ∈ Z and for all g =

(
a b
c d

)
∈ Γ, and that in

addition are holomorphic at the cusp i∞ (i.e. holomorphic at q = 0). The
integer k is called the weight of the modular form. Examples of modular
forms are the modular discriminant ∆ of weight 12 given by

∆(τ) = η(τ)24 = q
∞

∏
n=1

(1− qn)24,

where η(τ) = q1/24 ∏∞
n=1(1− qn) is the Dedekind eta-function, and the lattice

theta functions ΘL(τ) of weight n/2 given by

ΘL(τ) = ∑
λ∈L

q(λ,λ)/2

for some even unimodular lattice L of rank n [Ser12]. In this context, a
lattice L is defined as a free abelian group of finite rank equipped with a
bilinear symmetric form (·, ·) : L× L → Q. Such a lattice is called even if
(λ, λ) ∈ 2Z for all λ ∈ L, and unimodular if its Gram determinant equals
1.

10
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11

One can construct modular functions by taking the quotient of two modu-
lar forms of the same weight. An important modular function that can be
obtained this way is the j-function. It can be defined as

j(τ) =
ΘE8×E8×E8(τ)

∆(τ)
,

where E8 is the unique even unimodular lattice of rank 8 [FLM89]. Al-
though the construction of j takes some effort, it turns out that with j we
are actually done: one can show that the set of all modular functions is
equal to the field C(j) generated by j [Apo12]. In other words, every mod-
ular function is a rational function of j, and vice versa. Another remark-
able property of j is that the coefficients of its Fourier series are integers
[MDG15]. The first few coefficients are given below:

j(τ) =
1
q
+ 744 + 196884q + 21493760q2 + 864299970q3 + . . .

Up to addition by a constant, j is the unique modular function that is holo-
morphic on H and whose Fourier coefficients satisfy c−1 = 1 and c−n = 0
for all n > 1∗. Setting the constant term to zero, we obtain the normalised
j-function

J(τ) := j(τ)− 744 =
1
q
+ 196884q + 21493760q2 + 864299970q3 + . . .

Note that nothing in our previous discussion requires the coefficients of
modular functions to be integral. One is therefore led to wonder if these
large numbers have any special meaning. As we will see in chapter 3, the
coefficients of the Dedekind eta-function count the number of partitions
of natural numbers. Do the coefficients of the J-function count something
as well? The answer, as we now know, is yes: unexpectedly (and for a
long time inexplicably) these coefficients turn out to count dimensions of
certain ‘natural’ representations of the Monster.

Moonshine

The existence of the Monster group was predicted in 1973 by Fisher and
Griess [FLM89], when the classification project of finite simple groups was

∗This follows from the fact that the difference of any two such functions is a cusp form
of weight 0, which is known to vanish [Ser12].
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12 Introduction

in full swing. Although it took another decade before Griess [Gri82] ex-
plicitly constructed M and thereby proved its existence, the conjectured
properties of M were enough for Fisher, Livingstone and Thorne to cal-
culate its character table in 1978. This table gives information about the
representations of a finite group. A representation of a finite group G is
a homomorphism ρ : G → GL(V), where V is a finite-dimensional com-
plex vector space (the standard definition is more general, but we will
restrict ourselves to this one). Such a representation is called irreducible
if V contains no proper subspaces that are closed under the action of G.
Often ρ is left implicit and the representation is imply denoted as V. To
each representation, one can assign a character χV : G → C defined by
g 7→ Tr(ρ(g)). Standard results in representation theory state that every
representation is a direct sum of irreducible ones and that characters take
constant values on conjugacy classes. Moreover, the number of conjugacy
classes of a group equals the number of irreducible representations up to
isomorphism [Lan02].

From the character table, one can deduce the dimensions of all irreducible
representations. The Monster has 194 irreducible representations and the
first few dimensions di (in increasing order) of these are

d0 = 1, d1 = 196883, d2 = 21296876, d3 = 842609326,

where d0 corresponds to the trivial representation. At first sight, these
large numbers do not seem to have any special meaning. However, in
1978 John Mckay noticed that

c1 = 196884 = 1 + 196883 = d0 + d1,

where we let cn denote the n-th coefficient of J(τ). Soon thereafter, Thomp-
son [Tho79b] used the character table of M to obtain

c2 = d0 + d1 + d2,
c3 = 2d0 + 2d1 + d2 + d3,

and similar expressions for c4 and c5. This led to the question whether
there exist representations Vn of M with dim Vn = cn, such that their di-
rect sum V\ =

⊕∞
n=−1 Vn forms a somehow ‘natural’ representation of the

Monster. Any vector space of the form
⊕

i∈Z Wi is called Z-graded, and
its graded dimension is the series ∑i∈Z dim Wiqi. For this ‘natural’ represen-
tation V\, the graded dimension is equal to

J(τ) =
∞

∑
n=−1

cnqn =
∞

∑
n=−1

dim Vnqn =
∞

∑
n=−1

χVn(1)q
n.

12
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13

In [Tho79a], Thompson generalised this by studying for each g ∈ M the
series

Jg(τ) :=
∞

∑
n=−1

χVn(g)qn,

which appeared to have modular properties as well. These are now called
Thompson series. As conjugate elements of M give the same series, there
are at most 194 Thompson series.

Thompson’s work led Conway and Norton to their monstrous moonshine
conjecture given in [CN79]:

Conjecture (Conway & Norton, 1979). There exists a ‘natural’ representation
V\ =

⊕∞
n=−1 Vn of the Monster group such that

J(τ) =
∞

∑
n=−1

dim Vnqn

and such that for each g ∈ M the series Jg(τ) := ∑∞
n=−1 χVn(g)qn is a nor-

malised generator of a genus zero function field.

A genus zero function field is a field of ‘modular’ functions that are not nec-
essarily Γ-invariant, but invariant under the action of a discrete subgroup
Γ′ ⊂ PSL2(R) for which (some compactification of) the quotient H/Γ′ de-
fines a compact Riemann surface of genus zero, that is, a surface homeo-
morphic to the Riemann sphere C∪{∞}. One can show that the j-function
defines a homeomorphism between H/Γ∪ {i∞} and the Riemann sphere
[Apo12]. The set of all modular functions is therefore a genus zero func-
tion field, and the J-function is its normalised generator. As J(τ) = J1(τ),
this is in line with the conjecture. However, the conjecture makes a much
stronger statement: even if g ∈M is not the unit element, the series Jg(τ)
generates a field of functions that are ‘modular’ with respect to an appro-
priate subgroup of SL2(R). All this modular information is carried by the
conjectured representation V\ of M, which therefore must have a very rich
structure. This structure turned out to be that of a vertex algebra: an infinite-
dimensional vector space equipped with a multiplication that depends on
a formal parameter. As we will see, these algebras are the mathematical
equivalent of a conformal field theory, and giving a full definition takes
some effort.

The proof of the conjecture makes extensive use of the theory of Lie al-
gebras. A Lie algebra is a vector space equipped with a certain bilinear
operation [·, ·] called the Lie bracket. In the 1970s, Kac developed a theory
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14 Introduction

of so-called affine Kac-Moody Lie algebras and their representations, and
showed that their characters have modular properties. Soon after, repre-
sentations of affine Lie algebras were constructed in [LW78] using a kind of
differential operators, which were recognised as the vertex operators used
in string theory to describe scattering amplitudes. The vertex operator
representation essentially gave a correspondence L 7→ VL between lattices
and graded vector spaces [FLM89]. The details of this construction will be
given in section 3.1. For L = E8× E8× E8 (the lattice we used to define the
j-function), the graded dimension of VL is equal to j(τ). Another lattice
with ties to the Monster is the Leech lattice Λ: the unique 24-dimensional
even unimodular lattice containing no elements of norm 2. It was used in
Griess’ first construction of M, and the graded dimension of its associated
space VΛ is equal to J(τ) + 24. The next step in proving the conjecture was
to adjust VΛ to get rid of the constant 24. To this end, Frenkel, Lepowsky
and Meurman constructed a new vertex operator representation L 7→ V′L,
called the twisted representation. They conjectured that the right space was

V\ = V+
Λ ⊕V′+Λ ,

where the ‘+’ indicates an invariant subspace under certain involutions of
VΛ and V′Λ. They showed that the graded dimension of V\ indeed equals
J(τ) and that the Monster group can be realised as the full automorphism
group of V\ when this space is equipped with a vertex algebra structure
[FLM84]. V\ is therefore known as the Monster vertex algebra. The last piece
of the puzzle was to show that V\ indeed gave rise to the right Thompson
series Jg(τ), in which Borcherds succeeded in 1992 [Bor92]. The proof in-
volves his self-built theory on generalized Kac-Moody Lie algebras and an
extension of V\ to such an algebra, called the Monster Lie algebra. For the
construction of the latter, Goddard and Thorn’s no-ghost theorem from
string theory was used, making the result a truly shared accomplishment
of both mathematics and physics.

In this thesis

We have seen that monstrous moonshine interlinks a wide spectrum of
special structures and general theories. One of the crucial players (if not
the most crucial) are vertex algebras. Vertex algebras are now understood
as the mathematical equivalent of a 2-dimensional conformal field theory.
Essentially, this is a quantum field theory in a 2-dimensional space that is
invariant under transformations that preserve angles. Given this interpre-
tation, it is not surprising that modular functions are connected to vertex

14
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algebras. In string theory, strings moving through spacetime trace out a 2-
dimensional surface, and the fields on this surface give rise to a conformal
field theory. Remarkably, FLM’s construction of V\ via twisting is now un-
derstood as the algebraic counterpart of orbifolding in string theory, a con-
cept that was only introduced after the construction of V\. More precisely,
the vertex algebra V\ can be viewed as the quantum theory of a bosonic
string living on an orbifold that has been compactified (i.e. folded in into
a torus) using the Leech lattice [Tui92]. The J-function is then obtained as
the one-loop partition function of this string. Recall that the dimension of
the Leech lattice is 24; this compactification therefore only makes sense if
this string moves in a 24-dimensional space. Surprisingly, bosonic string
theory is only consistent in exactly 24 (free) dimensions, as we will see in
chapter 4.

The purpose of this thesis is to give an introductory account of the two
different faces of vertex algebras, namely the algebraic one and the string
theoretic one, and their connection to monstrous moonshine. To this end,
it is naturally divided into two parts: chapters 1-3 address the algebraic
aspects and chapters 4-6 focus on string theory.

The first chapter is fully dedicated to the definition of a vertex algebra. It
starts with a brief description of conformal field theory, which will mo-
tivate our algebraic definitions throughout the chapter. In chapter 2, we
encounter our first example, namely the Heisenberg vertex algebra. In chap-
ter 3, we will associate vertex algebras to lattices and discuss the modular
properties of their characters. Here we will encounter VΛ and find that its
graded dimension equals J(τ) + 24.

After the first three chapters, we move towards string theory. As we do
not assume any prior knowledge of string theory, chapter 4 provides an
introduction to bosonic strings. We solve the equations of motion for open
strings, develop the quantum theory by means of the light cone gauge
and obtain the critical dimension. In chapter 5, we generalise our results
to closed strings and discuss two kinds of compactifications for closed
strings, namely via lattices and via orfibolds. We then have enough equip-
ment to calculate the one-loop partition function of the string theory as-
sociated with V\, which is done in chapter 6. In this last chapter, we first
discuss general string diagrams and how vertex operators were initially
introduced to calculate their amplitudes. We then restrict ourselves to the
one-loop diagram of closed strings and calculate the partition function of
the string theory associated with V\. As it should, this function will be
equal to the J-function.
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Vertex Algebra Theory
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Chapter 1
Defining vertex algebras

As discussed in the introduction, vertex algebras can be viewed as the
mathematical description of a 2-dimensional conformal field theory. We
will first briefly discuss the main features of a conformal field theory; this
discussion is largely based on [Rib14] and [FS03]. Subsequently, we will
see how these properties are made precise in the definition of a confor-
mal vertex algebra. The definitions in this chapter are based on the text
[FBZ04] by Frenkel and Ben-Zhu. The decomposition theorem comes from
[Noz08].

1.1 Conformal field theory as motivation

A conformal field theory is a quantum field theory whose symmetries include
conformal mappings. Of course, this only shifts the question. What is
a quantum field theory? In essence, it is a probabilistic theory in which
the main objects of study are functions defined on some space M. These
functions are called fields. A typical choice for M would be 4-dimensional
spacetime, and a typical field would be the electromagnetic vector field ~E.
The fields can be thought of as a description of the (elementary) particles
in the space M; in particular, the creation and annihilation of particles is
governed by interactions of the fields.∗ Now, any physical theory should
contain quantities that can be measured in experiment. For a quantum

∗One can view interacting fields as interfering waves. In this way, the description of
particles in terms of fields is a manifestiation of the wave-particle duality in quantum
mechanics.
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field theory, these are given by the space of states and the correlation func-
tions. The space of states is a vector space (typically a Hilbert space) which
represents all possible states of the physical system the theory describes.
The correlation functions realise the probabilistic nature of the theory: they
provide the probability amplitude for moving from one state to another.

Typically, states are written as |v〉 and are interpreted as particle states,
that is, a certain particle configuration in M. The fields are represented by
linear operators that act on the space of states. One state, usually denoted
as |0〉, represents the vacuum, which should be interpreted as the absence
of particles. From the vacuum, we can create particle states by letting lin-
ear (field) operators act on |0〉.
Physicists often speak of ‘solving’ a quantum field theory, which means
finding the space of states and calculating the probability amplitudes. The
standard way to tackle this, is to identify the symmetries of the system,
decide how we want our fields to transform under these symmetries, and
then to write down an appropriate Lagrangian L for the fields. The corre-
lation functions are then obtained from the Langrangian by means of path
integrals [Zee03]. We will use the Lagrangian method to obtain the theory
of the free bosonic string in chapter 4. We will not discuss path integrals
in detail; however, they will be mentioned in chapter 6 when we calculate
the one-loop probability amplitude for the closed string.

Symmetry is a central concept in modern physics. The term generally
refers to the invariance of a theory under certain transformations, how-
ever the precise meaning of this usually depends on the context. For our
purposes, we can define a symmetry of a field theory as an invertible map-
ping of the underlying space M onto itself under which the action S, as
induced by the Langrangian L, remains invariant.† Via composition, these
maps naturally form a group, which is known as the symmetry group. Of-
ten, the group elements can be described by a continuous parameter. For
example, let us consider a theory that is invariant under rotations, where
M is equal to the complex plane C. Then for each t ∈ R, we obtain an
element z 7→ eitz of the symmetry group. Due to this continuous param-
eterisation, a symmetry group often carries the structure of a Lie group: a
group that is also a smooth real manifold. Unsurprisingly, Lie groups are
closely connected to Lie algebras.

Definition 1.1. (Lie algebra) A Lie algebra is an algebra g whose product, denoted

†This is known as spacetime symmetry. One can also have internal symmetries, which are
transformations of the fields (instead of the underlying space) leaving the action invariant.

20
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1.1 Conformal field theory as motivation 21

by [·, ·] : g× g→ g, is anticommutative and satisfies the Jacobi-identity

[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0

for all x, y, z ∈ g. The product map [·, ·] is referred to as the Lie bracket.

As we will see, Lie algebras and their representations play a fundamental
role in the theory of vertex algebras. For readers unfamiliar with Lie alge-
bras, some basic definitions and results that are relevant for this text can
be found in the appendix.

Every Lie group gives rise to a Lie algebra in a canonical manner [FS03].
The vector space of this induced algebra is the tangent space of the unit
element of the Lie group. Thus, thinking of the group elements as sym-
metry maps, the elements of the Lie algebra can informally be viewed as
infinitesimal symmetry maps, that is, maps that are ‘infinitely close’ to the
identity‡. A fundamental result of Lagrangian mechanics is Noether’s theo-
rem, which states that every infinitesimal symmetry transformation gives
rise to a conserved quantity. For example, rotation invariance of a sys-
tem results in the conservation of angular momentum. In the quantum
theory, these conserved quantities become operators whose commutation
relations generally correspond to those of the Lie algebra induced by the
symmetry group§. The important takeaway of this is that the Hilbert space
of the quantum theory will necessarily be a representation of the Lie alge-
bra that describes its symmetries. For example, any relativistic quantum
theory must display a representation of the Lorentz Lie algebra, the alge-
bra of infinitesimal Lorentz transformations. This requirement leads to
the critical dimension of bosonic string theory, which will be discussed in
section 4.9.

For a conformal field theory, the symmetries are conformal maps. We will
restrict ourselves to two dimensions and take M to be a 2-dimensional
Riemannian manifold, that is, a real smooth manifold equipped with a
positive definite metric.

‡Infinitesimal transformations are a common tool for physicists, who tend to be very
comfortable and skilled in dealing with them, whereas mathematicians often feel uneasy
by their informal approach. For readers sharing this unease, a mathematically rigorous
approach to infinitesimal transformations is given in chapter 2 of [BK89]
§I say ‘generally’, as certainly not all theories follow this pattern precisely. Symmetries

can not always be described by Lie groups, and sometimes only an extended version of
the Lie algebra is found in the quantum theory. See [FS03] for a thorough introduction on
symmetries and Lie algebras.
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Definition 1.2. (Conformal map) A conformal map φ between Riemannian man-
ifolds (M, g) and (N, h) is a smooth map φ : M → N such that there exists a
smooth function λ : M→ R with

∀x ∈ M, ∀v, w ∈ Tx M : hφ(x)(φ
′(x)v, φ′(x)w) = λ2(x) · gx(v, w). (1.1)

We thus see that the pull-back metric of a conformal map is (locally) equal
to the original metric scaled by a positive real number. This implies that
conformal maps preserve angles, since the cosine of the angle α between
two smooth curves β, γ : (0, 1) → M that intersect at some point x =
β(t) = γ(t) ∈ M is defined by

cos α :=
gx(β′(t), γ′(t))√

gx(β′(t), β′(t))gx(γ′(t), γ′(t))
=
〈β′(t), γ′(t)〉x
‖β′(t)‖x ‖γ′(t)‖x

.

When we interchange g with the pull-back metric in the equation above,
the factor λ2(x) will cancel out.

When M is simply the Euclidean plane R2, the conformal maps from M to
itself can be viewed as complex functions by identifying R2 with C. One
can show that the conformal maps are then holomorphic and antiholomor-
phic functions on C [vK20]. This is not surprising, as holomorphic func-
tions preserve angles and orientation, whereas antiholomorphic functions
preserve angels and invert orientation. For a conformal field theory in two
dimensions, it is therefore more natural to view M as a Riemann surface,
that is, a 1-dimensional complex manifold. The symmetry maps are then
simply holomorphic and antiholomorphic functions, so these conformal
theories can benefit from the elegant and rich theory of complex analysis.

The Lie algebra of infinitesimal holomorphic transformations is the Witt
algebra W [BLT12]. This is a complex algebra generated by an infinite basis
{ln : n ∈ Z} whose Lie bracket is given by

[lm, ln] = (m− n)lm+n, ∀n, m ∈ Z.

We get another copy W of the Witt algebra for the antiholomorphic trans-
formations, whose generators are conventionally denoted by l̄n. The full
Lie algebra of the infinitesimal conformal transformations (for a conformal
field theory in two dimensions) is then W⊕W with [lm, l̄n] = 0.

The Witt algebra allows for a unique non-trivial central extension. Details
of this construction can be found in [FLM89], but for our purposes it is
sufficient to say that this amounts to adding a non-trivial term to the Lie
brackets that commutes with all the generators. The result is the Virasoro
algebra.

22
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1.2 Formal power series 23

Definition 1.3. (Virasoro algebra) For c ∈ C×, the Virasoro algebra Virc with
central charge c is the Lie algebra spanned by the elements 1 and Ln, n ∈ Z, with
the Lie bracket given by [1, Ln] = 0 and

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm+n,01. (1.2)

For any two c, c′ ∈ C×, Virc and Virc′ are isomorphic as Lie algebras,
so there is indeed only one Virasoro algebra. The factor c

12 is a conven-
tion from quantum field theory, motivated by the fact that if we let the
‘new’ element 1 act as the identity, representations of the Virasoro alge-
bra usually take this form. The number c is called the central charge of the
representation.

Interestingly, it is the Virasoro algebra, and not the Witt algebra, that is
represented by the space of states V of a 2-dimensional conformal field
theory. This is due to the fact that strictly speaking, the Witt algebra should
act on the projective space P(V), since the probability amplitude of moving
from one state |v1〉 to another |v2〉 is independent of the scaling of |v1〉 and
|v2〉. When we lift this to an action on V in an appropriate way, we obtain
an action of the Virasoro algebra [Sch08].

The space of states will be a representation of the direct sum of two copies
of the Virasoro algebra, typically denoted as Virc⊕Virc̄, one for each copy
of the Witt algebra. In chapter 5, we will see how this happens for the free
bosonic closed string. Often, the space V can be factorised into a repre-
sentation of Virc and a representation of Virc̄, referred to as the chiral and
antichiral part of the theory, respectively. It usually suffices to study the
chiral part, as the dynamics of the antichiral part are essentially the same.
In this chapter, we will work our way up to the definition of conformal
vertex algebras, which give an algebraic description of the chiral part of a
2-dimensional conformal field theory.

1.2 Formal power series

Let us start building towards the definition of a vertex algebra. From now
until chapter 4, all algebras and vector spaces will be taken over the field
C unless stated otherwise.

The main objects in vertex algebras, namely fields, will be expressed in
terms of formal power series.
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Definition 1.4. (Formal power series) Let R be an algebra and let z be a formal
variable. We define R[[z±1]] as the set of R-valued formal power series in z, that
is, elements of the form ∑n∈Z anzn with an ∈ R.

More formally, an R-valued power series ∑n∈Z anzn can be viewed as a
function Z→ R. Note that the above definition is easily generalized to any
finite number of variables. To illustrate, we take elements of R[[z±1, w±1]]
to be of the form ∑n,m∈Z an,mznwm, or equivalently to be functions Z ×
Z→ R.

Since R is a C-algebra, R[[z±1]] is readily made into a C-vector space with
coefficient-wise addition and scalar multiplication. We can identify the
following subspaces: R[z] denotes the polynomials in z, R[[z]] the power
series with only positive powers in z, and R((z)) the power series con-
taining only a finite number of terms with negative powers of z. We can
multiply in R[[z]] as follows:(

∞

∑
n=0

anzn

)(
∞

∑
m=0

bmzm

)
=

∞

∑
n=0

∞

∑
m=0

anbmzn+m

=
∞

∑
k=0

(
k

∑
i=0

aibk−i

)
zk ∈ R[[z]].

In the same way, we can multiply in R[z] and R((z)). If R is a ring,
note that this multiplication gives these three subspaces a ring structure
as well. We cannot, however, extend this to a well-defined multiplication
in R[[z±1]], since in that case the coefficients of the product will become in-
finite sums of coefficients of the initial terms. These products are therefore
in general not well-defined. Meanwhile, we can always multiply formal
power series in different formal variables z and w: for ∑n∈Z anzn ∈ R[[z±1]]
and ∑m∈Z bmwm ∈ R[[w±1]] we can view their product(

∑
n∈Z

anzn

)(
∑

m∈Z

bmzm

)
= ∑

n,m∈Z

anbmznwm

as an element of R[[z±1, w±1]].

One important formal power series in the study of vertex algebras is the
formal delta function.

Definition 1.5. (Delta function) The formal delta function δ(z, w) in
C[[z±1, w±1]] is defined by

δ(z, w) = ∑
n∈Z

z−n−1wn = ∑
n∈Z

znw−n−1.

24
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1.2 Formal power series 25

As the name suggests, this power series comprises the defining property
of the well-known Dirac delta distribution. For a fixed w ∈ C×, the series
δ(z, w) becomes an element of C[[z±1]]. We can view an element f (z) in
C[[z±1]] as a functional (or distribution) on C[z−1, z], that maps any mero-
morphic function g(z) to

Resz f (z)g(z) ∈ C.

Here Resz denotes the residue at z = 0 just as in complex analysis, so for
any series a(z) = ∑n∈Z anzn we have Resz a(z) = a−1. Now for any series
g(z) = ∑k gkzk in C[z−1, z] we have

Resz δ(z, w)g(z) = Resz ∑
n∈Z

∑
k

gkzk+nw−n−1

= Resz ∑
m∈Z

(
∑
k

gkw−m+k−1

)
zm = ∑

k
gkwk = g(w),

and thus the Cauchy Residue Theorem implies

1
2πi

∮
g(z)δ(z, w)dz = g(w),

where we integrate over a closed contour that winds once around zero.
This is the complex generalisation of the real Dirac delta distribution char-
acterised by

∫ ∞
−∞ f (x)δ(x− a)dx = f (a).

For any formal series a(z) = ∑n∈Z anzn, we can define its (partial) deriva-
tive with respect to z in the familiar way:

∂za(z) = ∑
n∈Z

nanzn−1.

One easily checks that this formal derivative satisfies the Leibniz rule. The
partial derivatives of the delta function satisfy a recursive relation which
will be useful in proving the decomposition theorem in the next section.

Lemma 1.6. For n ≥ 1, we have (z− w) 1
n! ∂

n
wδ(z, w) = 1

(n−1)! ∂
n−1
w δ(z, w).

Proof. We use induction on n. For n = 1, we have

(z− w)∂wδ(z, w) = (z− w) ∑
n∈Z

nz−n−1wn−1

= ∑
n∈Z

nz−nwn−1 − ∑
n∈Z

nz−n−1wn

= ∑
n∈Z

(n + 1)z−(n+1)wn − ∑
n∈Z

nz−n−1wn = δ(z, w).
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26 Defining vertex algebras

Assuming the equality holds for some n ≥ 1, we find

(z− w)
1

(n + 1)!
∂n+1

w δ(z, w)

= ∂w

(
(z− w)

1
(n + 1)!

∂n
wδ(z, w)

)
+

1
(n + 1)!

∂n
wδ(z, w)

= ∂w

(
1

(n + 1)
1

(n− 1)!
∂n−1

w δ(z, w)

)
+

1
(n + 1)!

∂n
wδ(z, w)

=
1
n!

∂n
wδ(z, w).

1.3 Fields and locality

We can now define our fields as formal power series with linear maps as
coefficients.

Definition 1.7. (Field) Let V be a vector space. A field is a formal power series
A(z) = ∑n∈Z Anz−n in End V[[z±1]] satisfying the following condition: for all
v ∈ V there exists an N ∈ Z such that An · v = 0 for all n ≥ N.

The name ‘field’ should not be confused with the algebraic notion of a
field, that is, with a commutative division ring. As we always take alge-
bras en vector spaces over C and will not be concerned with other alge-
braic fields, no problems should arise here.

Fields can be viewed as operators, as we can let a field A(z) act on our
vector space V by A(z) · v = ∑n∈Z(An · v)z−n ∈ V[[z±1]]. Note that the
condition for a field then becomes: for all v ∈ V we have A(z) · v ∈ V((z)).
Fields can thus be viewed as linear maps from V to V((z)). Moreover,
the choice for a minus in the power of z is a mere convention coming
from quantum theory, where operators with positive indices are gener-
ally viewed as ‘annihilation operators’. These will be further discussed in
the chapters on string theory.

For two fields A(z) and B(w) in different formal variables, we want to
formulate a notion of commutativity. This notion is referred to as locality,
as it reflects the idea that two fields at different locations do not directly
influence each other.

26
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1.3 Fields and locality 27

Definition 1.8. (Locality) Two fields A(z) and B(w) in different formal variables
z and w are called local with respect to each other if there exists an N ∈ N such
that

(z− w)N[A(z), B(w)] = 0

in End V[[z±1, w±1]].

Here the square brackets denote the commutator of A(z) and B(w), which
is well-defined in End V[[z±1, w±1]]. Note that locality is in fact a weaker
form of commutativity, as (z−w)N A(z, w) = 0 does not necessarily imply
A(z, w) = 0 for a formal power series A(z, w). Indeed, we have δ(z, w) 6= 0
and

(z− w)δ(z, w) = (z− w) ∑
m∈Z

z−m−1wm

= ∑
m∈Z

z−mwm − ∑
m∈Z

z−(m+1)wm+1 = 0.

When studying the structure of vertex algebras, one is often interested in
determining the commutator [A(z), B(z)] of two fields that are local with
respect to each other. A nice property of these commutators is that they
can be decomposed in a sum over derivatives of the delta function. The
result below is sometimes referred to as the decomposition theorem [Noz08].

Theorem 1.9. Let R be an algebra and let a(z, w) ∈ R[[z±1, w±1]]. Suppose
there exists an N ∈N such that (z− w)Na(z, w) = 0. Then we have

a(z, w) =
N−1

∑
j=0

1
j!

cj(w)∂
j
wδ(z, w)

where cj(w) = Resz(z− w)ja(z, w).

Proof. Consider a(z, w) = ∑n,m∈Z an,mznwm and N ∈ N such that (z −
w)Na(z, w) = 0 and define cj(w) as in the theorem. If N = 1, we have (z−
w)a(z, w) = 0 which implies an−1,m = an,m−1 and thus an,m = a−1,n+m+1.
So we obtain

a(z, w) = ∑
n,m∈Z

a−1,n+m+1znwm = ∑
k,n∈Z

a−1,kznwk−n−1

= ∑
k∈Z

a−1,kwk ∑
n∈Z

znw−n−1 = (Resza(z, w)) δ(z, w).
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28 Defining vertex algebras

Now for general N, we will use the above result to prove by induction that
for 1 ≤ m ≤ N we have

(z− w)N−m

(
a(z, w)−

m

∑
i=1

cN−i(w)
1

(N − i)!
∂N−i

w δ(z, w)

)
= 0. (1.3)

The theorem then follows from the case m = N. The proof by induction is
given by (i) and (ii) below.

(i) We first show that (1.3) holds for m = 1. Since (z − w)Na(z, w) =
0 and the theorem holds for N = 1, we can apply the theorem to
(z− w)N−1a(z, w). We find

(z− w)N−1a(z, w) =
(

Resz(z− w)N−1a(z, w)
)

δ(z, w)

= cN−1(w)δ(z, w).

By applying lemma 1.6 repeatedly, we find

δ(z, w) = (z− w)N−1 1
(N − 1)!

∂N−1
w δ(z, w),

and thus it follows that (1.3) holds for m = 1.

(ii) Suppose (1.3) holds for some m ∈ {1, . . . , N − 1}. Again using that
the theorem holds for N = 1, it follows that

(z− w)N−m−1

(
a(z, w)−

m

∑
i=1

cN−i(w)
1

(N − i)!
∂N−i

w δ(z, w)

)

= Resz

[
(z− w)N−m−1

(
a(z, w)

−
m

∑
i=1

cN−i(w)
1

(N − i)!
∂N−i

w δ(z, w)

)]
δ(z, w).

(1.4)

Note that for all 1 ≤ i ≤ m we have

Resz

[
(z− w)N−m−1∂N−i

w δ(z, w)
]
= 0,

since we can use lemma 1.6 to get rid of the term (z− w)N−m−1 and
one easily sees that Resz∂k

wδ(z, w) = 0 for all k ≥ 0. It follows that
(1.4) equals cN−(m+1)(w)δ(z, w). If we now apply lemma 1.6 for N −
(m+ 1) times to the delta function again, we find that (1.3) is satisfied
by m + 1.
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1.4 Definition of a vertex algebra 29

1.4 Definition of a vertex algebra

Now we are finally in the position to define a vertex algebra.

Definition 1.10. A vertex algebra consists of the following objects:

• (Space of states) a vector space V;

• (Vacuum state) a vector |0〉 ∈ V;

• (Translation operator) a linear map T ∈ End V;

• (Vertex operators) for any formal variable z a linear map Y(·, z) : V →
(End V)[[z±1]] denoted by A 7→ ∑n∈Z Anz−n−1, such that Y(A, z) is a
field for all A ∈ V.

These objects satisfy the following axioms:

(VA1) (Vacuum axiom) We have Y(|0〉, z) = idV and for all A ∈ V we have
An|0〉 = 0 for n ≥ 0 and A−1|0〉 = A.

(VA2) (Translation axiom) We have T|0〉 = 0 and for all A ∈ V we have
[T, Y(A, z)] = ∂zY(A, z).

(VA3) (Locality axiom) For all A, B ∈ V, the fields Y(A, z) and Y(B, w) are local
with respect to each other.

Again, the choice to take z to the power of −n−1 instead of n is a con-
vention inspired by quantum theory. In this way, coefficients with non-
negative indices will act as annihilation operators and the (−1)-term be-
comes the ‘creation operator’ of the initial state.

In the realm of vertex algebras, we have natural analogues of standard
algebraic notions such as subalgebras and homomorphisms.

Definition 1.11. (Vertex subalgebra) For a vertex algebra (V, |0〉, T, Y), a sub-
space W ⊂ V is a vertex subalgebra if |0〉 ∈ W and if the restricted maps T|W
and Y(·, z)|W make U into a vertex algebra.

Definition 1.12. (Vertex algebra homomorphism) For two vertex algebras
(V1, |0〉1, T1, Y1) and (V2, |0〉2, T2, Y2), a linear map φ : V1 → V2 is a vertex
algebra homomorphism if φ(|0〉1) = |0〉2 and for all A, B ∈ V1 we have

φ(Y1(A, z)B) = Y2(φ(A), z)φ(B),
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30 Defining vertex algebras

or equivalently, if for all n ∈ Z we have

φ(AnB) = (φ(A))nφ(B).

Following the definition above, we define isomorphisms, endomorphisms
and automorphisms of vertex algebras in the standard way. In particu-
lar, the automorphism group of a vertex algebra (V, |0〉, T, Y) is the group
consisting of the bijective vertex algebra homomorphisms from V to itself,
with the composition of maps as group operation.

Note that (VA1) implies that the mapping A 7→ A−1 for A ∈ V is injective,
and thus the vertex operator map Y is injective. The next theorem shows
that for any A ∈ V, the corresponding vertex operator Y(A, z) is uniquely
defined by how it acts on the vacuum. In this way, the map Y represents
the state-field correspondence in conformal field theory.

Theorem 1.13. (Goddard [God89]) Let V be a vertex algebra and F(z) a
field on V that is local with respect to each vertex operator Y(B, z) with
B ∈ V. If there exists an A ∈ V such that F(z)|0〉 = Y(A, z)|0〉, then
F(z) = Y(A, z).

Proof. Let B ∈ V. By assumption, for large enough N ∈ N we obtain the
equalities

(z− w)N F(z)Y(B, w)|0〉 = (z− w)NY(B, w)F(z)|0〉
= (z− w)NY(B, w)Y(A, z)|0〉
= (z− w)NY(A, z)Y(B, w)|0〉.

Note that Y(B, w)|0〉 ∈ V[[w]] due to the vacuum axiom, so we can
evaluate the first and last expression in w = 0. This gives zN F(z)B =
zNY(A, z)B for all B ∈ V, which implies F(z) = Y(A, z).

The proof of Theorem 1.13 also works for a general formal power series
A(z) (so not necessarily a field), if we extend our definition of locality to
general power series in the obvious way.

A few comments can be made on the translation operator. It follows from
the axioms that the action of T on V is in fact completely determined by
the vertex operator map. Indeed, for any A ∈ V, we have

TA = TA−1|0〉 =
(

∑
n∈Z

TAn|0〉z−n−1

) ∣∣∣∣∣
z=0

= TY(A, z)|0〉
∣∣
z=0

= [T, Y(A, z)]|0〉
∣∣
z=0 = ∂zY(A, z)|0〉

∣∣
z=0 = A−2|0〉.
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1.5 Conformal vertex algebras 31

We could therefore exclude the transition operator from the definition.
However, the convention is to include it, as T serves its own purpose
as generator of translation in the formal variable z. One can derive from
(VA1) and (VA2) that for all A ∈ V we have Y(A, z)|0〉 = ezT A ∈ V[[z]]
(where the exponential is defined as ezT = ∑∞

n=0
1
n! T

nzn), so it follows that
ewTY(A, z)|0〉 = Y(A, z + w)|0〉.
Theorem 1.13 provides us with an efficient way to prove equalities be-
tween vertex operators and fields, once we know they act identically on
the vacuum. To determine whether this condition is indeed satisfied, the
following lemma comes in handy.

Lemma 1.14. Let W be a vector space and φ ∈ End W a linear map. Then there
exists a unique solution in W[[z]] to the differential equation ∂z A(z) = φA(z)
with initial condition A(0) = w0 ∈W,

Proof. Writing A(z) = ∑∞
n=0 Anzn, we find ∂z A(z) = ∑∞

n=0(n + 1)An+1zn.
Thus ∂z A(z) = φA(z) implies the recursive relation (n + 1)An+1 = φAn
for n ≥ 0. Given an initial condition A0 = w0, this relation fully deter-
mines A(z).

1.5 Conformal vertex algebras

Our definition of a vertex algebra includes the key ingredients of a quan-
tum field theory: a space of states V and the fields Y(A, z) that act on this
space. To describe a conformal field theory, we must have an action of the
Virasoro algebra on V. In 2-dimensional conformal field theory, the Vira-
soro element L−1 arises as generator of translations and the element L0 as
generator of dilations, which in the radial picture are viewed as time trans-
lations [BLT12]. This suggests that L0 corresponds to the quantum oper-
ator of the Hamiltonian. When we quantise the bosonic string, we will
indeed find that this is the case. Viewing L0 as the Hamiltonian, it is natu-
ral to write our space of states in terms of eigenstates of L0, as these are the
energy eigenstates. Ideally, we can write V as a direct sum of eigenspaces
of L0. Such a space is called graded and linear maps that respect its graded
decomposition are called homogeneous.

Definition 1.15. (Graded space) For I an arbitrary set, an I-gradation of a vector
space V is a decomposition V =

⊕
i∈I Vi. Given such a decomposition, V is called

I-graded and the elements of Vi are called homogeneous elements of degree i.
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32 Defining vertex algebras

Definition 1.16. (Homogeneous map) A linear map f : V → W between I-
graded vector spaces is called homogeneous if f (Vi) ⊂ Wi for all i ∈ I. For
I = Z, we call f homogeneous of degree m ∈ Z if f (Vn) ⊂Wn+m for all n ∈ Z.

For a state in a given conformal field theory, the eigenvalue corresponding
to L0 is called the conformal dimension of this state. This conformal dimen-
sion is also reflected in the field that corresponds to this state.

Definition 1.17. (Conformal dimension) Let V be a Z-graded vector space. A
field A(z) = ∑n∈Z Anz−n in End V[[z±1]] is called (homogeneous) of conformal
dimension ∆ ∈ Z if for all n ∈ Z, An is a homogeneous map of degree −n + ∆.

We can now define a conformal vertex algebra as a graded vertex algebra
equipped with a specific action of the Virasoro algebra, such that the
graded components correspond the eigenspaces of L0 and such that L−1
acts as the translation operator.

Definition 1.18. (Graded vertex algebra) A vertex algebra (V, |0〉, T, Y) is called
graded if V is N-graded, |0〉 has degree zero, T is homogeneous of degree 1, and
for all A ∈ Vm the field Y(A, z) is of conformal dimension m.

Definition 1.19. (Conformal vertex algebra) A graded vertex algebra
(V, |0〉, T, Y) is called conformal of central charge c ∈ C if there exists a con-
formal vector ω ∈ V2, which means that, if we write

Y(ω, z) = ∑
n∈Z

Lnz−n−2, (1.5)

we have L−1 = T, L0v = nv for all v ∈ Vn and

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm,−n. (1.6)

In other words, the Ln give an action of Virc on V where L0 acts as gradation
operator and L−1 as translation operator.

In the literature, conformal vertex algebras are often referred to as vertex
operator algebras. This can be confusing, as the more general vertex algebras
from definition 1.10 certainly include vertex operators as well. We will
therefore not be using this terminology.

We define a subalgebra of a conformal vertex algebra V as a vertex subal-
gebra that contains the conformal vector of V. Similarly, we define a ho-
momorphism between conformal vertex algebras V1 and V2 with conformal

32
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1.5 Conformal vertex algebras 33

vectors ω1 and ω2, respectively, as a vertex algebra homormophism that
sends ω1 to ω2. Conformal vertex algebra isomorphisms and autmorh-
pisms are then defined in the obvious way. The monster vertex algebra
V\ constructed by Frenkel, Meurman and Lepowksy is a conformal vertex
algebra, and its automorphism group is precisely the monster group M.

Naturally, all these definitions beg for an example. Unfortunately, easy
examples conformal vertex algebras are hard to come by. In the next chap-
ter, we will carefully construct one of the more simple ones, namely the
Heisenberg vertex algebra.

Version of June 19, 2020– Created June 19, 2020 - 11:32

33





Chapter 2
Constructing a vertex algebra

In this chapter, we will encounter our first conformal vertex algebra,
namely the Heisenberg vertex algebra. This fundamental structure will be
the main building block for constructing the lattice vertex algebra in the
next chapter. Our construction is based on [FBZ04] and theorem 2.8 can
be found in [Noz08].

2.1 The Heisenberg vertex algebra

We will build the space of states using an action of the Heisenberg Lie alge-
bra. This Lie algebra is found in the quantum field theories of free bosons.
Indeed, we will come across it when study the quantum theory of the free
bosonic string in chapter 4.

Definition 2.1. The Heisenberg Lie algebra h is the Lie algebra spanned by the
elements 1 and bn, n ∈ Z, with Lie bracket given by [1, bn] = 0 and [bn, bm] =
nδn,−m1.

We now want to construct a ‘simplest’ representation (F , ρ) of h in which
1 acts as the identity. Note that we cannot let all bn act by zero or let F be
one-dimensional, since in that case we would find

ρ(1) = ρ([b1, b−1]) = ρ(b1)ρ(b−1)− ρ(b−1)ρ(b1) = 0. (2.1)

Also note that any representation of h gives a representation of the univer-
sal enveloping algebra U(h). By the PBW-theorem (see the appendix), we
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36 Constructing a vertex algebra

know that U(h) has a basis

{bn1bn2 . . . bnm1
k}k∈N,n1≤n2≤···≤nm .

This motivates us to set F = C[b−n : n > 0] on which the bn with negative
indices simply act by multiplication, and the bn with nonnegative indices
annihilate the constants in F . The action of the bn with n ≥ 0 on an arbi-
trary polynomial p ∈ F is determined by moving bn in bn p ∈ U(h) to the
right (that is, by writing bn p in terms of the PBW-basis). For example, the
action of b3 on b−1b2

−3 is given by

b3b−1b2
−3 = b−1b3b2

−3 = b−1b−3b3b−3 + b−1[b3, b−3]b−3

= b−1b2
−3b3 + b−1b−3[b3, b−3] + 3b−1b−3

= 0 + 3b−1b−3 + 3b−1b−3 = 6b−1b−3 ∈ F .

The resulting representation is referred to as the Fock representation of h and
is explicitly given by:

ρ : h→ End F with ρ(bn) · p =


bn p if n < 0,
n∂b−n p if n > 0,
0 if n = 0.

(2.2)

We now wish to endow F with a vertex algebra structure. We take the
constant polynomial 1 ∈ F as vacuum vector |0〉 and we define an N-
gradation on F via deg |0〉 = 0 and deg bk1bk2 . . . bkm = −∑m

i=1 ki. As we
have seen, the translation operator is completely determined by the vertex
operator map Y. By the vacuum axiom, we must have Y(|0〉, z) = id. In
order to further construct Y, we will start with the field Y(b−1|0〉, z) and
use this as ‘generator’ of the other fields. We set

Y(b−1|0〉, z) = ∑
n∈Z

bnz−n−1, (2.3)

which is clearly a field and satisfies (VA1). The proposition below shows
it also satisfies (VA3).

Proposition 2.2. The fields Y(b−1|0〉, z) and Y(b−1|0〉, w) are local with respect
to each other.

Proof. We have

[Y(b−1|0〉, z), Y(b−1|0〉, w)] = ∑
n,m

[bn, bm]z−n−1w−m−1 = ∑
n

nz−n−1wn−1

= ∂w ∑
n

z−n−1wn,

36
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2.1 The Heisenberg vertex algebra 37

so with (z− w)δ(z, w) = 0 and the product rule we find

0 = ∂w

(
(z− w)2 ∑

n
z−n−1wn

)
= −2(z− w)∑

n
z−n−1wn + (z− w)2[Y(b−1, z), Y(b−1, |0〉w)]

= (z− w)2[Y(b−1|0〉, z), Y(b−1, w)].

For k > 0, the requirement (b−k)−1|0〉 = b−k from (VA2) motivates us to
set

Y(b−k|0〉, z) =
1

(k− 1)!
∂k−1

z Y(b−1|0〉, z). (2.4)

Note that the right-hand side of (2.4) again defines a field on F . Moreover,
the fields Y(b−k, z) and Y(b−m, z) are local with respect to each other for
any k, m > 0. This follows from the fact that if (z− w)N[A(z), B(w)] = 0
for some N ∈N and two fields A(z) and B(w), we obtain

(z− w)N+1[∂z A(z), B(w)]

= (z− w)N+1[∂z A(z), B(w)] + N(z− w)N[A(z), B(w)]

= (z− w)∂z
(
(z− w)N[A(z), B(w)]

)
= 0.

Thus, since Y(b−1|0〉, z) is local with respect to itself, we find by induction
that ∂k−1

z Y(b−1|0〉, z) and ∂m−1
z Y(b−1|0〉, z) are local as well.

We are now left to determine the fields corresponding to monomials
bk1bk2 . . . bkm |0〉. Naively, one might set

Y(bk1bk2 |0〉, z) = Y(bk1 |0〉, z)Y(bk2 |0〉, z).

However, the product on the right is not always well-defined in
EndV[[z±1]]. We can fix this by changing the order of the operators (bk1)n
and (bk2)n in the product Y(bk1 |0〉, z)Y(bk2 |0〉, z), as to ensure that the an-
nihilation operators will appear on the right and will thereby act first on
a given vector. The following definition makes this procedure precise. In-
terestingly, the normal ordered product is more than just ‘a’ solution to the
problem at hand. In the next section, we will see that it is actually the only
way to define the vertex operators Y(bk1bk2 |0〉, z).
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38 Constructing a vertex algebra

Definition 2.3. (Normal ordered product) The normal ordered product of two
fields A(z) = ∑n∈Z Anz−n−1 and B(z) = ∑n∈Z Bnz−n−1 is defined as the
formal power series

: A(z)B(w) : = ∑
n∈Z

(
∑

m<0
AmBnz−m−1 + ∑

m≥0
Bn Amz−m−1

)
w−n−1

∈ End V[[z±1, w±1]]. (2.5)

A staightforward calculation gives the following lemma, which can be
found in [FBZ04].

Lemma 2.4. For two fields A(z) and B(z), the normal ordered product
: A(z)B(z) : is again a well-defined field.

One easily checks that the normal ordered product is a linear operation
and satisfies the Leibniz rule, in the sense that

∂z: A(z)B(z) : = : ∂z A(z)B(z) : + : A(z)∂zB(z) :. (2.6)

Moreover, it should be noted that the normal ordered product is generally
not commutative nor associative. We therefore define

: A(z)B(z)C(z) : = : A(z)(: B(z)C(z) :) :.

However, due to the simple Lie bracket of the Heisenberg Lie algebra, it
is both commutative and associative when applied to Y(b−1|0〉, z) and its
derivatives. For now, we can therefore use a much simpler definition: the
normal ordered product

: ∂n1
z Y(b−1|0〉, z) · · · ∂np

z Y(b−1|0〉, z) : (2.7)

is obtained by replacing every monomial bk1 · · · bkm with the monomial
: bk1 · · · bkm :, which in turn is obtained by moving all bki with positive
indices to the right of those with negative indices.

With the normal ordered product at hand, we can finally define our vertex
operator map Y by

Y(b−k1 · · · b−km |0〉, z) = :Y(b−k1 |0〉, z) · · ·Y(b−km |0〉, z) :. (2.8)

To prove that (2.8) indeed provides F with a vertex algebra structure, we
need one more lemma, often referred to as Dong’s Lemma. It states that
locality is preserved when taking normal ordered products. The proof can
be found in [Kac97].

38
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2.1 The Heisenberg vertex algebra 39

Lemma 2.5. (Dong’s Lemma) For A(z), B(z) and C(z) pairwise local fields, the
fields : A(z)B(z) : and C(z) are again local with respect to each other.

Theorem 2.6. The N-graded vector space F with vacuum vector |0〉 = 1 and
vertex operator map Y(·, z) given by (2.8) is a graded vertex algebra.

Proof. From lemma 2.4, we know that Y(·, z) assigns a well-defined field
to every vector in F . Moreover, from proposition 2.2, the remarks below
(2.4) and Dong’s Lemma, it follows that all vertex operators are local with
respect to each other. By definition we have Y(|0〉, z) = id and we know
Y(b−1|0〉, z) satisfies (VA1). Now suppose Y(A, z) satisfies (VA1) for some
A ∈ F and let k ∈ Z>0. Then we have

Y(b−k A, z) = :Y(b−k|0〉, z)Y(A, z) : =
1

(k− 1)!
: ∂k−1

z Y(b−1|0〉, z)Y(A, z) :

=
1

(k− 1)! ∑
n∈Z

(
∑

m≤−k
λm,kbm Anz−m−k + ∑

m>−k
λm,k Anbmz−m−k

)
z−n−1

where λm,k denotes (−m− 1)(−m− 2) · · · (−m− k + 1). Note that λm,k =
0 if −k + 1 ≤ m ≤ −1, and we know bm|0〉 = 0 for m ≥ 0. By assumption,
An|0〉 = 0 for all n ≥ 0, thus we find

Y(b−k A, z)|0〉 = 1
(k− 1)! ∑

n<0,m≤−k
λm,kbm An|0〉z−m−k−n−1 ∈ V[[z]]. (2.9)

Evaluating (2.9) in z = 0 gives (b−k A)−1|0〉 = 1
(k−1)! λ−k,kb−k A−1|0〉 =

b−k A, so (VA1) holds for Y(b−k A, z) as well. The vacuum axiom then fol-
lows by induction.

To prove that F is a vertex algebra, we now only have to check the trans-
lation axiom (VA2). We could derive the action of translation operator T
from (2.8), since earlier we showed that TA = A−2|0〉 for all A ∈ F . How-
ever, we will simply give a definition for T and prove that it works. We
define T by T|0〉 = 0 and

T · bk1bk2 · · · bkm |0〉 = −
m

∑
i=1

kibk1 · · · bki−1 · · · bkm |0〉. (2.10)

From (2.10), one obtains that [T, bn] = −nbn−1 for all n ∈ Z. It follows that

[T, ∂m
z Y(b−1|0〉, z)] = ∑

n∈Z

(−n− 1) · · · (−n−m)[T, bn]z−n−m−1

= ∑
n∈Z

(−n) · · · (−n−m)bn−1z−n−m−1

= ∂m+1
z Y(b−1|0〉, z)
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40 Constructing a vertex algebra

for m ≥ 0. Using the Leibniz rule for the normal ordered product in (2.6),
if follows by induction that every vertex operator satisfies (VA2). Thus
(F , |0〉, T, Y) is a vertex algebra.

Lastly, we show that the vertex algebra is graded. Since deg|0〉 = 0 by
definition and (2.10) shows that deg T = 1, it is left to show that if A ∈ F
has degree m ∈ N, then the field Y(A, z) is of conformal dimension m.
In other words, we have to show that every operator An of Y(A, z) has
degree −n + m− 1. Note that the operators bn satisfy deg bn = −n, thus
Y(b−1|0〉, z) is indeed of conformal dimension 1. Since taking the deriva-
tive of a field results in shifting the operator from z−n over to z−n−1, one
easily sees that ∂k−1

z Y(b−1|0〉, z) has conformal dimension k. A simple cal-
culation shows that the normal ordered product of two fields of conformal
dimension m1 and m2, respectively, results in a homogeneous field of con-
formal dimension m1 + m2. This concludes the proof.

2.2 Reconstruction theorem

Our construction of the Heisenberg vertex algebra can be generalized as
follows.

Theorem 2.7. (Reconstruction theorem) Let V be a vector space, |0〉 ∈ V \ {0} a
vector, and T ∈ End V an endomorphism. Suppose we have a countable collection
of linearly independent vectors vm in V, with for each such vector a well-defined
field vm(z) = ∑n∈Z vm

n z−n−1. If these objects satisfy the vertex algebra axioms
as far as a possible, that is

• for all m, vm(z) satisfies (VA1),

• T satisfies (VA2) for the given fields,

• the fields vm(z) are local w.r.t. each other,

and moreover the vectors vm1
j1

vm2
j2

. . . vmk
jk
|0〉 with ji < 0 span V, then V carries a

unique vertex algebra structure such that Y(vm, z) = vm(z), which is given by

Y(vm1
j1

vm2
j2

. . . vmk
jk
|0〉, z) =

: ∂
(−j1−1)
z vm1(z)∂(−j2−1)

z vm2(z) . . . ∂
(−jk−1)
z vmk(z) :

(−j1 − 1)!(−j2 − 1)! . . . (−jk − 1)!
.

(2.11)

40
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2.2 Reconstruction theorem 41

The proof of 2.7 is analogous to that of the Heisenberg vertex algebra (see
[Kac97]). The uniqueness of the vertex algebra structure in the reconstruc-
tion theorem is a consequence of the following result.

Theorem 2.8. Let V be a vertex algebra and let A, B ∈ V. Write A(z) =
Y(A, z) and B(z) = Y(B, z). Then we have

Y(AnB, z) =

{
1

(−n−1)! : (∂
−n−1
z A(z))B(z) : if n < 0,

Resw(w− z)n[A(w), B(z)] if n ≥ 0.
(2.12)

Proof. We will prove the theorem for n = −1. The general case goes analo-
gously (see [Noz08] for a full proof). We will first use lemma 1.14 to show
that Y(A−1B, z) and : A(z)B(z) : act identically on the vacuum. By the
vacuum axiom, we have Y(A−1B, z)|0〉 ∈ V[[z]] and

: A(z)B(z) :|0〉 = ∑
m<0

∑
k<0

AkBm|0〉z−k−m−2 ∈ V[[z]]. (2.13)

Again using the vacuum axiom, we find

Y(A−1B, 0)|0〉 = A−1B = A−1B−1|0〉 = : A(z)B(z) :|0〉
∣∣
z=0. (2.14)

Now by the translation axiom,

∂zY(A−1B, z)|0〉 = [T, Y(A,−1 B, z)]|0〉 = TY(A−1B, z)|0〉 (2.15)

and

∂z: A(z)B(z) :|0〉 = : ∂z A(z)B(z) :|0〉 + : A(z)∂zB(z) :|0〉 (2.16)
= : [T, A(z)]B(z) :|0〉 + : A(z)[T, B(z)] :|0〉 (2.17)
= : (TA(z))B(z) :|0〉 = T: A(z)B(z) :|0〉. (2.18)

It follows from lemma 1.14 that Y(A−1B, z)|0〉 = : A(z)B(z) :|0〉. By Dong’s
lemma, : A(z)B(z) : is local with respect to all vertex operators, thus theo-
rem 1.13 implies that Y(A−1B, z) = : A(z)B(z) : .

By repeated application of (2.12) for n < 0, we obtain that the general
vertex operators in the reconstruction theorem must be given by the ex-
pression in (2.11), once we set Y(vm, z) = vm(z).

Corollary 2.9. For V a vertex algebra and A, B ∈ V, the following hold:

(1) Y(A−1B, z) = :Y(A, z)Y(B, z) :,
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42 Constructing a vertex algebra

(2) Y(TA, z) = ∂zY(A, z),

(3) [Y(A, z), Y(B, w)] = ∑n≥0
1
n!Y(AnB, w)∂n

wδ(z, w),

(4) [Am, Bk] = ∑n≥0 (
m
n)(AnB)(m+k−n) for all m, k ∈ Z, where we use a

generalisation of the binomial coefficient defined by(
m
n

)
=

m(m− 1) . . . (m− n + 1)
n!

and
(

m
0

)
= 1.

Proof. The first equality follows directly from theorem 2.8. The second
does so as well, since earlier we saw that for all A ∈ V we have TA =
A−2|0〉. The third property follows from theorem 2.8 together with the-
orem 1.9. The fourth property follows from the third together with the
observation that

[Y(A, z), Y(B, w)] = ∑
m,k∈Z

[Am, Bk]z−m−1w−k−1,

and that for all n ≥ 0 we have

Y(AnB, w)
1
n!

∂n
wδ(z, w) = Y(AnB, w) ∑

m∈Z

(
m
n

)
z−m−1wm−n

= ∑
m,l∈Z

(AnB)l

(
m
n

)
z−m−1wm−n−l−1.

Property (4) of the corollary is particularly useful to determine whether a
vertex algebra is conformal.

Proposition 2.10. The Heisenberg vertex algebra F is has a conformal vector
ω = 1

2 b2
−1|0〉 with central charge 1.

Proof. First note that ω = 1
2 b2
−1|0〉 is indeed a vector of degree 2, as

deg b2
−1 = deg b−1 + deg b−1 = 2. Following definition 1.19, let us write

Y(ω, z) = ∑n∈Z Lnz−n−2. We have

Y(ω, z) =
1
2

:Y(b−1|0〉, z)Y(b−1|0〉, z) : =
1
2 ∑

n,m∈Z

: bnbm :z−n−m−2

=
1
2 ∑

n,k∈Z

: bn−kbk :z−n−2

42
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and thus Ln = 1
2 ∑k∈Z : bn−kbk : for all n ∈ Z. We first show that L0

and L−1 act as the gradation and translation operator, respectively, and
subsequently we check that the Ln satisfy the Virasoro relations.

For any polynomial p ∈ F , we have

L0p =
1
2 ∑

k∈Z

: b−kbk :p = b2
0 p + ∑

k>0
b−kbk p = ∑

k>0
kb−k

∂p
∂b−k

,

so for p = bm1
−k1

bm2
−k2

. . . bmn
−kn
|0〉 we obtain L0p = (∑n

i=1 mi · ki) p. Thus L0

indeed acts as gradation operator. To show that L−1 = T, it suffices to
show that L−1|0〉 = T|0〉 = 0 and [L−1, bn] = [T, bn] = −nbn−1 for all
n ∈ Z, as these relations fully determine the action of T on F . Since
L−1 = 1

2 ∑k∈Z : b−k−1bk :, we have L−1|0〉 = 0 and for any n ∈ Z we obtain

[L−1, bn] =
1
2 ∑

k∈Z

[: b−k−1bk :, bn] = [: bn−1b−n :, bn]

= : bn−1[b−n, bn] : = −nbn−1 = [T, bn].

To determine the commutation relations of the Ln, we make use of corol-
lary 2.9. Recall that we need to show that for any m, k ∈ Z, the commutator
[Lm, Lk] satisfies

[Lm, Lk] = (m− k)Lm+k +
1

12
(m3 −m)δm,−n. (2.19)

Note that [Lm, Lk] = [ωm+1, ωk+1], so it follows from property (4) of corol-
lary 2.9 that we have

[Lm, Lk] = ∑
n≥−1

(
m + 1
n + 1

)
(Lnω)(m+k−n+1).

For n large enough, the terms in the sum on the right-hand side will be
zero. Indeed, we have

Lnω =
1
4 ∑

k∈Z

: bn−kbk :b2
−1|0〉,

and : bn−kbk :b2
−1|0〉 equals zero when k > 1 and when n− k > 1. Thus one

only needs to consider the cases where n ≤ 1 + k ≤ 2, i.e. we have

[Lm, Lk] =
2

∑
n=−1

(
m + 1
n + 1

)
(Lnω)(m+k−n+1).
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Using our knowledge of L−1 and L0, one quickly obtains that L−1ω =
Tω = b−2b−1|0〉 and L0 = 2ω = b2

−1|0〉. A straightforward calculation
further gives L1ω = 0 and L2ω = 1

2 |0〉, so we are left to determine the
operators

(b−2b−1|0〉)(m+k+2), (b
2
−1|0〉)(m+k+1) and

1
2
(|0〉)(m+k−1).

Since Y(|0〉, z) = id, we find (|0〉)(m+k−1) = δm+k−1,−1 = δm,−k, and thus(
m + 1

3

)
(L2ω)(m+k−1) =

(m + 1)m(m− 1)
3!

1
2

δm,−k =
1

12

(
m3 −m

)
δm,−k.

This gives us the constant term of the Virasoro relation, that is, the second
term in (2.19). Furthermore, we have

Y(b2
−1|0〉, z) = ∑

n,j∈Z

: bnbj :z−(n+j)−2 = ∑
n∈Z

(
∑
j∈Z

: bn−j−1bj :

)
z−n−1

and thus (b2
−1|0〉)(m+k+1) = 2Lm+k. Lastly, we find

Y(b−2b−1|0〉, z) = :Y(b−2|0〉, z)Y(b−1|0〉, z) :

= : ∑
n∈Z

−(n + 1)bnz−n−2 ∑
j∈Z

bjz−j−1 :

= ∑
n,j∈Z

−(n + 1): bnbj :z−(n+j+2)−1

= ∑
n,j∈Z

−(n− j− 1): bn−j−2bj :z−n−1

and thus

(b−2b−1|0〉)(m+k+2) = ∑
j∈Z

−(m + k− j + 1): bm+k−jbj :. (2.20)

We need a little bit of work to see that the sum on the right-hand side is
equal to the operator Lm+k multiplied by a constant. Fix l ∈ Z. If m + k−
l = l, then the term : bm+k−lbl : occurs only once in the sum and the factor
in front of it equals−(m+ k + 2)/2. Otherwise, the term : bm+k−lbl : occurs
twice in the sum, namely once for j = l and once for m + k− j = l, i.e. for
j = m + k− l. Adding the factors in front of these two terms, we obtain

−(m + k− l + 1)− (m + k− (m + k− l) + 1) = −(m + k + 2).

44
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2.2 Reconstruction theorem 45

We can therefore rewrite the sum in (2.20) to obtain

(b−2b−1|0〉)(m+k+2) = −
(m + k + 2)

2 ∑
j∈Z

: bm+k−jbj : = −(m + k + 2)Lm+k.

Combining our results, we conclude that(
m + 1

1

)
(L0ω)(m+k+1) +

(
m + 1

0

)
(L−1ω)(m+k+2)

= (2m− (m + k + 2))Lm+k = (m− k)Lm+k,

which equals the first term of the Virasoro relation in (2.19).

With this theorem, we finally obtained our first conformal vertex algebra!
As we saw, checking all the axioms by means of a brute-force calculation is
rather tedious, even for a relatively simple conformal vertex algbra such as
F . Fortunately, the reconstruction theorem may significantly reduce these
calculations, as it will in the next chapter, where we use F to construct a
vertex algebra associated to an even lattice.
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Chapter 3
Lattices and modular forms

In this chapter, we will associate conformal vertex algebras to even lat-
tices and discuss the modular properties of their characters. We will en-
counter VΛ, the vertex algebra associated to the Leech lattice, and find that
its character equals J(τ) + 24. Our construction follows that of [Kac97]
and [LL04].

3.1 Lattices

Before constructing the vertex algebra, we need to address some basic ter-
minology concerning lattices. The kind of lattices we will be considering
are generally referred to as rational lattices.

Definition 3.1. A (rational) lattice of rank d ∈ N is a free Abelian group L of
rank d with a Z-bilinear symmetric positive definite form (·, ·) : L × L → Q.
Such a lattice is called integral if (·, ·) only takes values in Z, and it is called even
if (α, α) ∈ 2Z for all α ∈ L.

Note that any even lattice L is necessarily integral, since for any α, β ∈ L
we have

(α, β) =
1
2
((α + β, α + β)− (α, α)− (β, β)) ∈ Z. (3.1)

One might be more familiar with defining a lattice as a discrete subgroup
of the Euclidean space Rd. Indeed, any rational lattice L of rank d can al-
ways be embedded in Rd with the standard inner product 〈·, ·〉, such that
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48 Lattices and modular forms

the restriction of 〈·, ·〉 to L reduces to the lattice bilinear form (·, ·). This can
be done as follows. Given L, we can define a real vector space R⊗Z L, on
which (·, ·) induces an inner product via (λ1⊗ α1, λ2⊗ α2) = λ1λ2(α1, α2).
One may then use Gram-Schmidt orthogonalisation to obtain a orthonor-
mal basis (v1, . . . , vd) of R ⊗Z L with respect to (·, ·). The mapping
φ : R⊗Z L 7→ Rd defined by vi 7→ ei (where the ei denote the standard
basis vectors of Rd) then forms an isometry and thereby the desired em-
bedding. In this way, we can view any lattice as subset of Rd, as we will
often do.

Given a lattice L, any basis (α1, . . . , αd) of L defines a Gram matrix A =
(aij)

d
i,j=1 given by aij = (αi, αj). While this matrix is basis-dependent, its

determinant is not. This determinant can be interpreted as the squared
volume of the quotient Rd/L, that is, the squared volume of a unit cell
spanned by a basis of L in Rd. When det(A) = 1, the lattice L is called
unimodular.

The dual of a lattice L in Rd is defined as

L∗ = {v ∈ Rd : 〈v, α〉 ∈ Z for all α ∈ L}. (3.2)

One can show that L∗ is a lattice itself and that its Gram determinant
equals (det A)−1, where A denotes a Gram matrix of L. It directly fol-
lows from the definition that L is integral if and only if L ⊂ L∗. In fact, it
can be shown that L is integral and unimodular if and only if L is self-dual,
that is, if and only if L = L∗ [FLM89]. In this chapter, we will only con-
sider even lattices, and so the notions ‘unimodular’ and ‘self-dual’ will be
equivalent.

3.2 Vertex algebras associated to a lattice

We will now construct the conformal vertex algebra of an even lattice. Let
L be an even lattice of rank d ∈ N with bilinear form (·, ·). Define the
complexification g = L ⊗Z C and extend (·, ·) to a symmetric C-bilinear
form on g via (α⊗ z, β⊗w) = zw(α, β). We now view g as a commutative
Lie algebra and define ĝ as the so-called affinization∗ of g equipped with

∗The affinization of a Lie algebra is a general construction that also works for non-
commutative Lie algebras equipped with a bilinear form. In the general case, the Lie
bracket of ĝ is given by

[a⊗ tm, b⊗ tn]ĝ = [a, b]g ⊗ tm+n + m(a, b)δm,−n1.

48
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3.2 Vertex algebras associated to a lattice 49

(·, ·), which is the Lie algebra

ĝ = g⊗C C[t, t−1]⊕C1 =

(⊕
n∈Z

g⊗ tn

)
⊕C1

with Lie bracket

[a⊗ tn, b⊗ tm] = m(a, b)δm,−n1, [1, ĝ] = 0. (3.3)

For simplicity, from now on we will write an for a⊗ tn.

Note the similarity between (3.3) and the Heisenberg Lie bracket. Just as
we did for the Heisenberg Lie algebra, take the space

FL = C[a−n : a ∈ g, n > 0]

to be the Fock representation of ĝ. That is, FL is the U(ĝ)-module where
1 acts as the identity, the a−n with n > 0 act simply by left multiplication
and the an with n ≥ 0 act trivially on 1, so we have an · 1 = 0 (for all
a ∈ g). FL then carries a natural vertex algebra structure with vacuum
vector |0〉 = 1 ∈ FL and vertex operators given by

Y(a−1|0〉) = ∑
n∈Z

anz−n−1 (3.4)

for a ∈ g. Since FL is completely generated by the action of the a−n (n > 0)
on the vacuum, it follows from the reconstruction theorem that (3.4) deter-
mines every vertex operator of FL. The proof that (3.4) indeed defines a
vertex algebra is almost identical to that of the Heisenberg vertex algebra.
Moreover, one can show that FL has a conformal vector

ω =
1
2

d

∑
i=1

a(i)−1a(i)−1|0〉 (3.5)

with central charge d, where (a(1), a(2), . . . , a(d)) is an orthonormal basis of
g with respect to (·, ·). The proof is a straightforward generalisation of the
proof of theorem 2.10 and can be found in [LL04]. If L is one-dimensional
and we fix b ∈ g with (b, b) = 1, we see that FL is simply the Heisenberg
vertex algebra with conformal vector 1

2 b2
−1|0〉.

Intuitively, the lattice vertex algebra associated with L will be a direct sum
of copies of the vertex algebra FL, with one copy for each α ∈ L. The space
of states will be

VL = FL ⊗C C[L], (3.6)

.
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where C[L] denotes the group algebra of L. To avoid confusing notation,
we will view C[L] as the vector space spanC{eα : α ∈ L} with multipli-
cation defined by eαeβ = eα+β and e0 = 1. We now extend our represen-
tation ĝ → End FL to a representation ĝ → End VL in the following way:
as usual we let 1 act as the identity on VL, and for any a ∈ g, p ∈ FL,
n ∈ Z \ {0} and α ∈ L we set

a0 · (p⊗ eα) = (a, α)(p⊗ eα),
an · (p⊗ eα) = an p⊗ eα.

It follows that VL is a direct sum of irreducible ĝ-modules, each of the form
FL⊗Ceα with α ∈ L. Note that FL⊗Ce0 is isomorphic to FL as ĝ-module.
By identifying p ∈ FL with p⊗ e0 ∈ VL, we can view FL as submodule of
VL.

We will now show that VL carries a natural conformal vertex algebra struc-
ture, such that FL is a conformal vertex subalgebra. In other words, we
want to show that VL has a unique vertex algebra structure such that the
vertex operators corresponding to the states a−1⊗ e0 are given by (3.4) and
such that (3.5) defines a conformal vector of VL. Naturally, we take the vac-
uum to be |0〉 = 1⊗ e0 ∈ VL. To simplify notation, from now on we will
write |α〉 for 1⊗ eα. Moreover, for any a ∈ g we define

a(z) = ∑
n∈Z

anz−n−1.

We will construct the vertex operator map Y. By assumption, we have
Y(a−1|0〉) = a(z). Since VL is generated by the action of the a−n (n > 0)
on the vectors |α〉, it follows from the reconstruction theorem that we only
have to determine Y(|α〉, z) for each α ∈ L. Once again, for brevity, define
fα(z) = Y(|α〉, z). Let (a(1), a(2), . . . , a(d)) be an orthonormal basis of g with
respect to (·, ·). By assumption, we want

ω =
1
2

d

∑
i=0

a(i)−1a(i)−1|0〉

to be a conformal vector. From

Y(ω, z) =
1
2

d

∑
i=0

: a(i)(z)a(i)(z) : = ∑
n∈Z

Lnz−n−2,

we obtain that our gradation operator is given by

L0 =
1
2

d

∑
i=0

∑
m∈N

: a(i)m a(i)−m : =
d

∑
i=0

(
1
2

a(i)0 a(i)0 + ∑
m>0

a(i)−ma(i)m

)
(3.7)

50
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3.2 Vertex algebras associated to a lattice 51

and our translation operator is

T = L−1 =
1
2

d

∑
i=0

∑
m∈N

: a(i)m a(i)−1−m :. (3.8)

To find the gradation of the vectors |α〉 with α ∈ L, note that we have
α = ∑d

i=1 λia(i) for certain λi ∈ C. We thus obtain

L0|α〉 =
1
2

d

∑
i=1

a(i)0 a(i)0 |α〉 =
1
2

d

∑
i=1

(a(i), α)2 =
1
2

d

∑
i=1

(
a(i),

d

∑
j=1

λja(j)

)2

|α〉

=
1
2

d

∑
i=1

λ2
i |α〉 =

1
2
(α, α)|α〉,

using the fact that the a(i) form an orthonormal basis with respect to (·, ·).
In a similar way, one deduces from (3.7) that deg a−n = n for a ∈ g, just
as before. Since L is even and positive definite, note that this defines an
N-gradation on VL. Moreover, we obtain for α ∈ L that

T|α〉 =
d

∑
i=0

: a(i)0 a(i)−1 :|α〉 =
d

∑
i=0

(a(i), α)a(i)−1|α〉 = α−1|α〉, (3.9)

where the last equality again follows by orthonomality.

From corollary 2.9 we obtain

[a(w), fα(z)] = ∑
n≥0

1
n!

Y(an|α〉, z)∂n
z δ(z, w)

= Y(a0|α〉, z)δ(z, w)

= (a, α) fα(z) ∑
m∈Z

zmw−m−1,

which implies

[an, fα(z)] = (a, α) fα(z)zn for n ∈ N. (3.10)

We now define the field

Xα(z) = e−αe∑n<0
αn
n z−n

fα(z)e∑n>0
αn
n z−n ∈ End VL[[z±1]], (3.11)

where eα denotes the linear operator defined by eα · p|β〉 = p|β + α〉 for
p ∈ FL, β ∈ L. Although the expression above might appear complicated
and abitrary, Xα(z) is defined precisely so to ensure that it commutes with
all operators an (a ∈ g, n ∈ Z).
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Lemma 3.2. For any a ∈ g and n ∈ Z we have [an, Xα(z)] = 0.

The proof of this lemma is a straightforward calculation. Let us check
that Xα(z) is indeed a well-defined field. Note that the an with n > 0 are
annihilation operators, i.e. given any state in VL the operator (an)m acts
trivially if either n or m is large enough. So applying e∑n>0

αn
n z−n

to any
state in VL gives a polynomial in VL[z−1]. For the left exponential term,
note that ∑n<0

αn
n z−n is an element of z(End VL)[[z]], so for any m ∈N we

have (
∑
n<0

αn

n
z−n

)m

∈ zm(End VL)[[z]],

which implies

e∑n<0
αn
n z−n

=
∞

∑
m=0

(
∑
n<0

αn

n
z−n

)m

∈ (End VL)[[z]].

Now since fα(z) is a field and since multiplication of series with finitely
many negative powers of z is well-defined, it follows that Xα(z) is indeed
a field.

From (3.11) and the lemma, it follows that

fα(z) = eαe−∑n<0
αn
n z−n

e−∑n>0
αn
n z−n

Xα(z)

and thus

∂z fα(z) =

(
∑
n<0

αnz−n−1

)
fα(z) + fα(z)

(
∑
n>0

αnz−n−1

)
+ eαE−α(z)E+α(z)∂zXα(z),

where E±α(z) denotes e−∑±n>0
αn
n z−n

. On the other hand, by corollary 2.9(2)
and (3.9) we have

∂z fα(z) = Y(T|α〉, z) = Y(α−1|α〉, z) = : α(z) fα(z) :

= :

(
∑

n∈Z

αnz−n−1

)
fα(z) :.

So we obtain eαE−α(z)E+α(z)∂zXα(z) = fα(z)α0z−1 and thus ∂zXα(z) =
α0z−1Xα(z). If we now define the operator zα0 ∈ End VL[z] by

zα0 · p|β〉 = z(α,β)p|β〉 for p ∈ FL, β ∈ L,

52
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we find Xα(z) = cαzα0 , with cα ∈ End VL some operator that commutes
with every an (a ∈ g, n ∈ Z).

Lastly, we check which choices of cα comply with the vacuum and the
locality axiom (we already incorporated the translation axiom indirectly
via corollary 2.9(2)). From

Y(|α〉, z) = fα(z) = eαcαzα0e−∑n<0
αn
n z−n

e−∑n>0
αn
n z−n

(3.12)

we find

Y(|α〉, z)|0〉 = eαcα(1 + α−1z + O(z2))|0〉,

thus the vacuum axiom implies cα|0〉 = |0〉. Moreover, (3.12) implies
Y(|0〉, z) = c0, so we must have c0 = id. Now for the locality axiom,
first note that for all a ∈ g and α ∈ L we have

(z− w)[a(z), fα(w)] = (z− w)(a, α) fα(w)δ(z, w)

= (a, α) fα(w)(z− w)δ(z, w) = 0.

So all we have left to check is that the fields fα(z) and fβ(w) are local for
all α, β ∈ L. To this end, we will make use of the following lemma, which
follows from a simple calculation (see (6.3.46) in [LL04]).

Lemma 3.3. For a, b ∈ g and n, m ∈ Z we have

ean ebm = e[an,bm]ebm ean .

In fact, the above equality holds for any two linear operators A and B
whose commutator satisfies [[A, B], A] = [[A, B], B] = 0. With repeated
application of this lemma, we obtain

fα(z) fβ(w) = eαcαzα0eβcβwβ0 E−α(z) ∏
n>0

e−
αn
n z−n

∏
n<0

e−
βn
n w−n

E+β(w)

= eαcαzα0eβcβwβ0 E−α(z) ∏
n>0

e−
1

n2 [αn,β−n]z−nwn
E−β(w)E+α(z)E+β(w)

= eαcαzα0eβcβwβ0e−(α,β)∑n>0
1
n(

w
z )

n

E−α(z)E−β(w)E+α(z)E+β(w)

= eαcαzα0eβcβwβ0e−(α,β)∑n>0
1
n(

w
z )

n

Sα(z),β(w).

where Sα(z),β(w) denotes the term

e−∑n<0
1
n(αnz−n+βnw−n)e−∑n>0

1
n(αnz−n+βnw−n).
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Instead of continuing algebraically, let us use our knowledge of complex
analysis for a bit. Since z and w are distinct formal variables, we can view
w
z as a new variable x. We know that the power series −∑n>0

1
n xn corre-

sponds to the logarithm of 1− x, so we find

e−(α,β)∑n>0
1
n xn

= (1− x)(α,β).

Noting that zα0eβ = eβzα0z(α,β), we conclude that

fα(z) fβ(w) = eαcαeβcβzα0wβ0(z− w)(α,β)Sα(z),β(w). (3.13)

Since zα0wβ0 = wβ0zα0 and Sα(z),β(w) = Sβ(w),α(z), it follows now that

(z− w)N[ fα(z), fβ(w)] = (z− w)N( fα(z) fβ(w)− fβ(w) fα(z)) = 0

for some N ∈N if and only if

eαcαeβcβ = (−1)(α,β)eβcβeαcα. (3.14)

Summarising our results, we obtain the following theorem.

Theorem 3.4. There exists a conformal vertex algebra structure on VL with vac-
uum vector |0〉 and conformal vector ω as defined in (3.5) and such that for each
a ∈ g we have Y(a−1|0〉, z) = a(z), if and only if for each α ∈ L there exists an
operator cα that commutes with every an (for all a ∈ g, n ∈ Z) such that these
operators satisfy cα|0〉 = |0〉, c0 = id and (3.14). In this case, the mapping

Y(|α〉, z) = eαcαzα0e−∑n<0
αn
n z−n

e−∑n>0
αn
n z−n

. (3.15)

for α ∈ L defines a vertex algebra structure on VL.

The existence of the required vertex algebra structure on VL now depends
on whether we can find suitable operators cα. As these operators commute
with all the an, they are fully determined by their action on the vectors |β〉,
β ∈ L. Let us restrict ourselves to a simple action, where for all α, β ∈ L we
have cα|β〉 = cα,β|β〉 for some complex number cα,β ∈ C. Then corollary
5.5 of [Kac97] provides us with the following pleasing result.

Theorem 3.5. For every even lattice L there exists a solution for the complex
numbers cα,β such that cα,β 6= 0 for all α, β ∈ L and such that the induced
operators cα on VL satisfy the requirements of theorem 3.4. Moreover, any two
solutions give rise to isomorphic vertex algebra structures on VL.

54
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This implies that there exists a conformal vertex algebra structure on VL,
and there is a unique† and such structure that takes on a particularly sim-
ple form. From now on, we will refer to the vertex algebra structure on VL
induced by the solution of theorem 3.5 as the vertex algebra VL.

3.3 Characters and modularity

By construction, L0 defines an N-gradation on VL. We can therefore write
VL =

⊕
n∈N VL,n where VL,n denotes the eigenspace of L0 with eigenvalue

n. As we will see, these eigenspaces VL,n are finite-dimensional. This al-
lows us to define the character of a lattice vertex algebra.

Definition 3.6. Let V be a conformal vertex algebra with central charge c. If the
L0-gradation

⊕
n∈N Vn of V is such that dim Vn < ∞ for all n, then we define

the character of V as the formal power series

charq(V) =
∞

∑
n=0

(dim Vn)qn− c
24 .

Note that, apart from the factor c
24 , this expression coincides with the

graded dimensions we discussed in the introduction. Physically, the factor
c

24 is explained by an energy shift due to the vacuum energy. Mathemat-
ically, the factor appears arbitrary; we will see, however, that this factor
gives the characters modular properties if we write q = e2πiτ and let τ
take values in the complex upper half-plane H = {z ∈ C : Im(z) > 0}.
Recall from the introduction that a modular invariant function f on H

satisfies f (τ) = f ( aτ+b
cτ+d ) for all

(
a b
c d

)
∈ Γ = SL2(Z)/{±1}. To check

whether this is the case, it is useful to determine generators of Γ.

Theorem 3.7. The modular group Γ is generated by the elements

T =

(
1 1
0 1

)
and S =

(
0 −1
1 0

)
. (3.16)

Proof. First note that the inverse of T is
( 1 −1

0 1

)
and thus we have Tk =(

1 k
0 1

)
for all k ∈ Z. Now let M =

(
a b
c d

)
∈ Γ. To be precise, we take M to

†One might be worried about the choice of orthonormal basis we made to define the
conformal vector ω. However, for two orthonormal bases {a(i)} and {b(i)} of g, the map-
ping a(i1)−n1

. . . a(im)
−nm
|α〉 7→ b(i1)−n1

. . . b(im)
−nm
|α〉 defines an isomorphism between the resulting

conformal vertex algebras.
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represent the equivalence class of the matrices M and −M in SL2(Z), so
we may assume c ≥ 0. We prove the theorem by induction on c. For c = 0,
it follows from ad− bc = 1 that a = d = ±1, and thus we find

M =
(
±1 b
0 ±1

)
=
(

1 ±b
0 1

)
= T±b.

Now let c ≥ 1. Then we have d = ck + r for some k, r ∈ Z with 0 ≤ r < c.
We obtain

MT−kS =
( a b

c ck+r
)(

1 −k
0 1

)
S = ( a b−ak

c r )
( 0 −1

1 0

)
=
(

b−ak −a
r −c

)
.

Since 0 ≤ r < c, the theorem now follows by induction and the fact that T
and S are invertible.

By theorem 3.7, it suffices to check that f (τ) = f (τ + 1) and f (τ) = f (− 1
τ )

in order to show that f is invariant under the action of Γ.

Let us determine the character of the simplest vertex algebra, namely the
conformal Heisenberg vertex algebra VH with central charge c = 1. Recall
that states in VH are simply linear combinations of polynomials in the b−n
with n > 0, and that any polynomial b−k1 · · · b−km |0〉 is an eigenvector of
L0 with eigenvalue ∑m

i=1 ki. The eigenspace decomposition with respect to
L0,

VH =
⊕
n∈N

VH,n ,

is therefore given by

VH,n = spanC{b−k1 . . . b−km |0〉 : ki < 0, ∑ ki = n}.

The dimension of VH,n is equal to the number of partitions of n, i.e. the
number of different ways in which we can write n as a sum of positive
integers. For example, the number of partitions of the integer 3 is three, as
3 can be written as 1+ 1+ 1, 1+ 2 or 3. For any n, its number of partitions
is clearly finite, so the character of VH is indeed well-defined. Now note
that any partition of n ∈ N defines a sequence (i1, i2, i3, . . . ) in N such
that finitely many im are nonzero and n = ∑∞

m=1 imm (so im denotes how
often m appears in the partition). Conversely, any such sequence defines a
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partition of n. Letting p(n) denote the number of partitions of n, we obtain

∞

∑
n=0

p(n)qn = ∑
(i1,i2,...)

q∑∞
m=1 mim = ∑

(i1,i2,...)
qi1+2i2+3i3+···

= (1 + q1 + q2 + . . . )(1 + q2 + q4 + . . . )(1 + q3 + q6 + . . . ) · · ·

=
∞

∏
m=1

∞

∑
i=0

qim.

(3.17)

Here ∑(i1,i2,...) indicates that we are summing over all sequences in N with
finitely many nonzero terms. The character of VH is thus given by

charq(VH) =
∞

∑
n=0

p(n)qn− 1
24 = q−

1
24

∞

∏
m=1

∞

∑
i=0

qim = q−
1

24

∞

∏
m=1

1
1− qm . (3.18)

For the last equality we used convergence of the geometric series, antici-
pating we will interpret q as e2πiτ with Im(τ) > 0.

The series η(τ) = q
1

24 ∏∞
m=1 1− qm with q = e2πiτ defines a holomorphic

function on H with no zeros‡. This function is known as the Dedekind eta
function. It is not modular invariant, but does transform rather ‘nicely’
under modular transformations [BD20]. Namely, we have

η(τ + 1) = e
π
12 iη(τ) and η

(
−1

τ

)
=
√
−iτη(τ). (3.19)

In terms of this function, we have charq(VH) =
1

η(τ)
.

Let us now determine the character of the lattice vertex algebra VL, where
L still denotes an even lattice of rank d. Recall that VL is conformal with
central charge c = d and has a basis of states of the form

a(j1)
−k1

a(j2)
−k2

. . . a(jm)
−km
|β〉 with 1 ≤ ji ≤ d, ki > 0, β ∈ L, (3.20)

which are eigenvectors of L0 with eigenvalue ∑m
i=1 ki +

1
2(β, β). The L0-

eigenspace decomposition VL =
⊕

n∈N VL,n is thus given by

VL,n = spanC{a
(j1)
−k1

a(j2)
−k2

. . . a(jm)
−km
|β〉 :

m

∑
i=1

ki +
1
2
(β, β) = n}.

‡This follows from standard results in complex analysis and the fact that |q| < 1 for
τ ∈H. See for example see Remark IV.1.7 in [Fre05].
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That these eigenspaces are finite-dimensional follows directly from the
fact that the set {β ∈ L : (β, β) ≤ n} is finite for any n ∈ N. Indeed,
if we embed L in the Euclidean space Rd with inner product 〈·, ·〉, the set
{β ∈ L : 〈β, β〉 ≤ n} forms a discrete topological subspace in the compact
closed ball {v ∈ Rd : 〈v, v〉 ≤ n}, and any compact and discrete topologi-
cal space is finite. We thus find that the character of VL is well-defined.

Reasoning as before, we obtain

charq(VL) =
∞

∑
n=0

(dim VL,n)qn− d
24

= q−
d
24 ∑

β∈L
∑

(i11,i12,...)

· · · ∑
(id

1 ,id
2 ,...)

q∑d
j=1 ∑∞

m=1 mij
m+

1
2 (β,β)

= q−
d
24

 ∑
(i1,i2,...)

q∑∞
m=1 mim

d

∑
β∈L

q
1
2 (β,β) =

1
ηd ∑

β∈L
q

1
2 (β,β).

(3.21)

In the third expression, the ij
m have the same role as the im from before,

only now we have one for each dimension of L. The variable ij
m should be

interpreted as ‘the number of times a(j)
−m appears in the basis state’.

The series ΘL(τ) = ∑β∈L q
1
2 (β,β) with q = e2πiτ and τ ∈ H defines a holo-

morphic function that is known as the theta function of L§. Since L is even,
we clearly have ΘL(τ + 1) = ΘL(τ). If L is also unimodular (or equiva-
lently, self-dual) it can be shown that ΘL satisfies

ΘL

(
−1

τ

)
= (iτ)d/2ΘL(τ), (3.22)

making it a modular form of weight d
2 [Ser12]. In chapter 6, we will find

that the character ΘL
ηd of VL can be interpreted as a partition function of a cer-

tain string theory. By definition, this partition function needs to be modu-
lar invariant. Looking at (3.19) and (3.22), this happens precisely when d
is a multiple of 24.

There are 24 even unimodular lattices of rank 24 [Nie73]. Among them
is the Leech lattice Λ, which is the only one without elements of squared

§To see that this series converges for τ ∈ H, note that for all n ∈ N the number of
lattice elements β ∈ L with 1

2 (β, β) = n can be bounded by a polynomial expression in
n. This is due to the fact these lattice points are contained in the closed ball {v ∈ Rd :
〈v, v〉 ≤ n}, whose volume is of the order nd/2.
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3.3 Characters and modularity 59

length 2 [CS13]. Let us determine the character of VΛ. By our observations
above, we know that ΘΛ(τ)

η(τ)24 is a modular function that is holomorphic on
H. Moreover, from

ΘΛ(τ)

η(τ)24 =
∞

∑
n=0

(dim VΛ,n)qn−1 (3.23)

we find that the lowest power in its q-expansion is q−1 and that the cor-
responding coefficient is equal to one, as only the vacuum |0〉 has L0-
eigenvalue zero. Now recall from the introduction that the J-function is
the unique modular function with these properties up to an additive con-
stant. We thus obtain

∞

∑
n=0

(dim VΛ,n)qn−1 = J(τ) + C (3.24)

for some C ∈ C. To determine C, note that the constant term corresponds
to the number of basis states with q-level zero, i.e. the number of basis
states with L0-eigenvalue 1. Since the Leech lattice is even and contains no
elements of squared length 2, we have (β, β) > 2 for all β ∈ Λ \ {0}. The
only level zero states are therefore of the form a(j)

−1|0〉. As d = 24, we have
precisely 24 of these states. We therefore conclude

charq(VΛ) = J(τ) + 24. (3.25)

Note that any other choice of an even unimodular 24-dimensional lattice
would have resulted in a higher constant term, as these necessarily include
lattice elements of squared length 2.

The result above inspired the construction of the monster vertex algebra
V\ out of VΛ. We will not study the algebraic structure of V\; instead, we
will develop the string theory that has been associated with V\. This will
enable us to calculate the character of V\ in chapter 6, which we will find
to be equal to J(τ).
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Chapter 4
Free bosonic open strings

We have defined of vertex algebras, studied some of their properties and
seen two important examples: the Heisenberg vertex algebra and the lat-
tice vertex algebra. Thus far, our discussion has been mainly mathemati-
cal. We will now shift our focus to the field of study in which vertex oper-
ators where first introduced, namely that of string theory. In this chapter,
the basic principles of free bosonic string theory will be discussed. We will
solve the equations of motion for open strings, develop the quantum the-
ory by means of the light cone gauge and discuss the critical dimension of
spacetime for a Lorentz invariant bosonic string theory. Our discussion is
largely based on [Zwi04].

4.1 The setting

We consider a free open string of finite length in (d + 1)-dimensional
spacetime for some d ∈ N, that is, our string lives in R1,d, which is the
vector space R1+d equipped with the relativistic inner product 〈·, ·〉 given
by

〈(v0, v1, . . . vd), (w0, w1, . . . wd)〉 = −v0w0 + v1w1 + · · ·+ vdwd.

As the inner product shows, we take the zero-th coordinate to indicate
time. By free we understand that the string is not subjected to external
forces, and by open we mean that the string has two endpoints (in con-
trast to closed strings, which form a loop). Moving through both space
and time, our 1-dimensional string carves out a 2-dimensional surface in
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64 Free bosonic open strings

spacetime, referred to as the world-sheet. To describe this surface, we use
two parameters τ and σ, the first relating to time evolution of the string
and the second to position along the string. Formally, we take the world-
sheet to be the image of a C∞ injective map

X : R× I 3 (τ, σ) 7→ X(τ, σ) ∈ R1,d,

with I some closed interval of R. For open strings, we let σ take values in
the interval [0, π]. Moreover, as we want τ to represent time evolution, we
would expect ∂τX(τ, σ) to be a timelike vector for all τ and σ. However,
as we will see, the string endpoints move at the speed of light, so we allow
∂τX to be lightlike occasionally. Thus we set

〈∂τX, ∂τX〉 ≤ 0

with equality in only a finite number of points. In the same way, we want
∂σX to be a spacelike, so we require

〈∂σX, ∂σX〉 ≥ 0,

again with equality in only a finite number of points. Any map X satisfy-
ing the above criteria that has the world-sheet of our string as its image, is
called a parameterisation of this world-sheet. From now on, we will let Xi

denote the map obtained by composition of X with the projection onto the
i-th coordinate, so that Xi(τ, σ) corresponds to the ith-coordinate of the
spacetime vector X(τ, σ) for given τ and σ.

4.2 The relativistic string action

To determine the equations of motion for a relativistic string, we need to
formulate an action that is both parameterisation invariant and Lorentz
invariant. A simple action satisfying these criteria is the Nambu-Goto action

SNG = −T
c

∫ ∫ π

0

√
(Ẋ · X′)2 − (Ẋ)2(X′)2 dσdτ.

In the above expression, multiplication of vectors refers to the relativistic
inner product and we have used the simplifying notation Ẋ = ∂X

∂τ and
X′ = ∂X

∂σ . The constant term T has units of force and can be interpreted
as the string tension. Frequently, the constant factor in SNG is written in
terms of the Regge slope α′ = 1

2πTh̄c . Note that the term under the square
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4.2 The relativistic string action 65

root is always nonnegative: (Ẋ · X′)2 is nonnegative as the square of a
real number, and (Ẋ)2(X′)2 is nonpositive as we required (Ẋ)2 ≤ 0 and
(X′)2 ≥ 0. The string action SNG is a generalisation of the action of a
relativistic free point particle, which is proportional to the proper length
of its world-line. In the same way, SNG can be viewed as the ”proper area”
of the world-sheet.

With the action at hand, the equations of motion governing the string be-
tween some initial time τi and final time τf can be deduced from Hamil-
ton’s variational principle. To this end, define the canonical momentum
densities

Pτ ≡ ∂L
∂Ẋ

and Pσ ≡ ∂L
∂X′

, (4.1)

where L denotes the Lagrangian density given by

L(Ẋ, X′) = −T
c

√
(Ẋ · X′)2 − (Ẋ)2(X′)2 . (4.2)

Let η : R× [0, π]→ R1,d denote a variation of our string evolution X(τ, σ)
between τi and τf , meaning that η is a C∞ map such that such that for all
σ ∈ I we have

η(τi, σ) = η(τf , σ) = 0. (4.3)

Hamilton’s principle states that the true equations of motion define a sta-
tionary point of the action, meaning that infinitesimal variations of X
should leave SNG unchanged. Formally, this amounts to the following.
For ε ∈ R and for fixed X and η, the action

SNG(X + εη) = −T
c

∫ τf

τi

∫ π

0
L(Ẋ + εη̇, X′ + εη′)dσdτ

can be viewed as a function φ : R→ R of ε. The variational principle then
requires that

dφ

dε

∣∣∣∣
ε=0

= 0.

We obtain

− T
c

∫ τf

τi

∫ π

0

(
∂L
∂Ẋ

∂η

∂τ
+

∂L
∂X′

∂η

∂σ

)
dσdτ

= −T
c

∫ τf

τi

∫ π

0

(
Pτ ∂η

∂τ
+ Pσ ∂η

∂σ

)
dσdτ = 0
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and thus

−T
c

∫ τf

τi

∫ π

0

(
∂

∂τ
(ηPτ) +

∂

∂σ
(ηPσ)− η

(
∂Pτ

∂τ
+

∂Pσ

∂σ

))
dσdτ = 0

Since [ηPτ]
τf
τi = 0 due to (4.3), it follows that

−T
c

∫ τf

τi

[ηPσ]π0 dτ −
∫ τf

τi

∫ π

0
η

(
∂Pτ

∂τ
+

∂Pσ

∂σ

)
dσdτ = 0. (4.4)

As the above equality should hold for any variation η, we obtain the equa-
tion of motion

∂Pτ

∂τ
+

∂Pσ

∂σ
= 0, (4.5)

and we require that [ηPσ]π0 = 0. The latter imposes boundary conditions
on the string endpoints. As we put no constraints on η in the endpoints
σ = 0 and σ = π of the string, we must have

Pσ(τ, 0) = Pσ(τ, π) = 0 (4.6)

for any τ ∈ R. The above constraint is known as the Neumann or free
endpoint boundary condition.

Remark. As mentioned in the introduction, fields living on the world-sheet
of the string give rise to a conformal field theory. Why this happens is seen
more clearly from the Polyakov string action SP than from the Nambu-Goto
action, since SP includes a metric γ(τ, σ) on the world-sheet. The Polyakov
action is given by

SP =
∫ ∫ π

0
dτdσ

1√
−det(γ(τ, σ))

2

∑
i,j=1

γij(τ, σ)〈∂iX(τ, σ), ∂jX(τ, σ)〉,

where (γij(σ, τ))i,j=1,2 denotes the 2× 2-matrix corresponding to the met-
ric γ(τ, σ) and det(γ(τ, σ)) denotes its determinant. To refrain from con-
fusing notation, we let ∂1X and ∂2X denote the partial derivatives of X to
the τ-coordinate and σ-coordinate, respectively. One easily sees that SP is
invariant under conformal transformations of the world-sheet, as any scal-
ing of γ(τ, σ) by a positive factor will cancel out in the integrand. Since SP
is equivalent to SNG (in the sense that it leads to the same equations of mo-
tion), we will restrict ourselves to the latter. Details on the Polyakov action
and the proof of the equivalence can be found in section 24.6 of [Zwi04].
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4.3 Reparameterisation 67

4.3 Reparameterisation

Although seemingly simple, the equation of motion is a rather complex
equation, as (4.1) and (4.2) imply that

Pτ = −T
c

(Ẋ · X′)X′ − (X′)2Ẋ√
(Ẋ · X′)2 − (Ẋ)2(X′)2

and Pσ = −T
c

(Ẋ · X′)Ẋ− (Ẋ)2X′√
(Ẋ · X′)2 − (Ẋ)2(X′)2

(4.7)

Fortunately, we can use our freedom to choose a parameterisation to sim-
plify these expressions substantially.

Let us consider parameterisations that satisfy

n · X(τ, σ) = λτ (4.8)

for some λ ∈ R and n ∈ R1,d. This means that for fixed τ0, the string
described by X(τ0, σ) lies at the intersection of the worldsheet and a hy-
perplane normal to the vector n. As we want two points on the string
described by X(τ0, σ) to be spacelike separated, we require n to be time-
like or lightlike. Note that, given a world-sheet surface and such a vector
n, such a parameterisation always exists since every point on the world-
sheet lies on a unique hyperplane normal to n.

We define the string momentum as

p(τ) =
∫ π

0
Pτdσ ∈ R1,d.

Using the equation of motion (4.5) and the free endpoint boundary condi-
tions (4.6), we obtain

dp
dτ

=
∫ π

0

∂Pτ

∂τ
dσ = −

∫ π

0

∂Pσ

∂σ
dσ = [Pσ]0π = 0.

So, given a parameterisation, p ∈ R1,d is a well-defined conserved prop-
erty of the string. In fact, one can use the equation of motion to show that
p is independent of the chosen parametrisation. We can therefore set

λ = λ̃(n · p)

for some λ̃ ∈ R. To determine λ̃, let us first compare units in the ex-
pression n · X(τ, σ) = λ̃(n · p)τ. Here we take τ to be a dimensionless
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parameter. As X(τ, σ) has units of length and p of momentum, it follows
that λ̃ has units of velocity per force. A natural choice would therefore be
to take λ̃ proportional to c

T . To simply notation, from now on we will set
c = h̄ = 1∗. In terms of the Regge slope, we have λ̃ ∼ 1

T = 2πα′. With
hindsight, a convenient choice for λ̃ will be 2α′. The parameterisation con-
dition then becomes

n · X(τ, σ) = 2α′(n · p)τ. (4.9)

We want to specify our parameterisation even more to ensure Ẋ · X′ = 0.
To this end, we take n · Pτ to be constant†. From

∫ π
0 n · Pτdσ = n · p, it

follows that this condition is equivalent to

n · Pτ(τ, σ) =
n · p

π
. (4.10)

Now the equation of motion (4.5) implies

∂

∂τ
n · Pτ +

∂

∂σ
n · Pσ =

∂

∂τ

(n · p
π

)
+

∂

∂σ
n · Pσ =

∂

∂σ
n · Pσ = 0, (4.11)

thus n · Pσ is independent of σ. However, the boundary conditions (4.6)
imply that n · Pσ vanishes at the endpoints of the string, thus we find

n · Pσ(τ, σ) = 0 for all τ and σ.

It now follows from (4.7) and (4.9) that

n · Pσ = − 1
2πα′

(Ẋ · X′)∂τ(n · X)− (Ẋ)2∂σ(n · X)√
(Ẋ · X′)2 − (Ẋ)2(X′)2

(4.12)

= − 1
2πα′

2α′(n · p)(Ẋ · X′)√
(Ẋ · X′)2 − (Ẋ)2(X′)2

= 0 (4.13)

and thus we indeed get Ẋ · X′ = 0. With this result and (4.10), we find

n · p
π

= n · Pτ =
1

2πα′
(X′)2∂τ(n · X)√
−(Ẋ)2(X′)2

=
(n · p)(X′)2

π
√
−(Ẋ)2(X′)2

(4.14)

∗This will not result in loss of information, since knowing the units of an expression
in which c and h̄ have been set to 1, enables one to reconstruct its original form involving
occurrences of c and h̄.
†Such a parameterisation exists, since after choosing our lines of constant τ on the

wordsheet, we can choose a σ-parametrisaion as to ensure that Pτ is evenly ‘spread out’
over the string. For details of this construction, see section 7.1 of [Zwi04].
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4.4 Solving the wave equation 69

and thus −(Ẋ)2 = (X′)2. Note that −(Ẋ)2 > 0 and (X′)2 > 0 hold almost
everywhere, so continuity of X ensures that this result also holds in points
where (Ẋ)2 or (X′)2 is zero. Our two parameterisation conditions (4.9)
and (4.10) thus result in

(Ẋ± X′)2 = 0. (4.15)

Substituting these results in (4.7) we now obtain

Pτ = − 1
2πα′

(Ẋ · X′)X′ − (X′)2Ẋ√
(Ẋ · X′)2 − (Ẋ)2(X′)2

=
1

2πα′
(X′)2Ẋ√
(X′)2(X′)2

=
1

2πα′
Ẋ,

Pσ = − 1
2πα′

(Ẋ · X′)Ẋ− (Ẋ)2X′√
(Ẋ · X′)2 − (Ẋ)2(X′)2

=
1

2πα′
−(X′)2X′√
(X′)2(X′)2

= − 1
2πα′

X′.

(4.16)

Our equation of motion thus becomes the familiar wave equation

Ẍ− X′′ = 0, (4.17)

and the free endpoint boundary conditions become

∂X
∂σ

∣∣∣∣
σ=0

=
∂X
∂σ

∣∣∣∣
σ=π

= 0. (4.18)

This surely is a great simplification. We see that the string endpoints are
free to move in any direction that is transverse to the string. Note that
(4.15) and (4.18) imply that Ẋ is lightlike at the endpoints, and thus the
string endpoints move at the speed of light.

4.4 Solving the wave equation

The general solution to the wave equation (4.17) is of the form X(τ, σ) =
1
2(F(τ − σ) + G(τ + σ)), for arbitrary C2 maps F, G : R → R1,d. As the
boundary condition Pσ(τ, 0) = 0 implies F′(τ) = G′(τ), the maps F and
G only differ by a constant, so we can redefine F to obtain

X(τ, σ) =
1
2
(F(τ − σ) + F(τ + σ)). (4.19)

The other boundary condition Pσ(τ, π) = 0 then tells us that F′(τ− π) =
F′(τ + π), meaning that F′ is periodic with period 2π. So we can write F′
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in terms of its complex Fourier series F′(s) = ∑n∈Z cneins with cn ∈ Cd+1,
where ci

n and ci
−n are complex conjugates for all n ∈ Z, i ∈ {0, . . . , d}. This

gives us

F(s) = x0 + c0s− ∑
n 6=0

i
n

cneins

for some integration constant x0 ∈ R, which implies

X(τ, σ) = x0 + c0τ − 1
2 ∑

n 6=0

i
n

cneinτ
(

e−inσ + einσ
)

= x0 + c0τ − ∑
n 6=0

i
n

cneinτ cos(nσ).

The coefficient c0 is in fact equal to 2α′p, since we have

p =
∫ π

0
Pτdσ =

1
2πα′

∫ π

0
Ẋdσ =

1
2πα′

∫ π

0
c0dσ =

c0

2α′
. (4.20)

The third equality follows from the fact that all terms involving a factor
cos(nσ) do not contribute to the integral. Lastly, we introduce some con-

ventional notation by defining an :=
√

n
2α′ c−n and its complex conjugate

a∗n :=
√

n
2α′ cn for all n > 0. As

√
α′ has units of length, note that these con-

stants are dimensionless. When we quantise the open string, the an and
a∗n will become annihilation and creation operators, respectively. We thus
obtain the solution

X(τ, σ) = x0 + 2α′pτ − i
√

2α′
∞

∑
n=1

(
a∗neinτ − ane−inτ

) cos(nσ)√
n

. (4.21)

The last term describes the oscillations in the string; when all an are zero,
X(τ, σ) simply describes the motion of a free point particle.

4.5 The light-cone gauge

The expression in (4.21) alone is not enough to specify our solutions, as we
need the an to be such that the parameterisation constraints are satisfied.
To find a fully explicit solution to both the equation of motion and the
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4.5 The light-cone gauge 71

constraints in (4.15), we will now choose a specific normal vector for our
parameterisation. We will take the lightlike vector

n =

(
1√
2

,
1√
2

, 0, . . . , 0
)

. (4.22)

This parameterisation is referred to as the light cone gauge. When working
in this gauge, it is useful to switch from the standard basis (e0, e1, e2, . . . , ed)
to the so-called light-cone basis (e+, e−, e2, . . . , ed) of R1,d, where

e+ =
1√
2
(e0 + e1) and e− =

1√
2
(e0 − e1).

Note that the e+ and e− are lightlike vectors. For d = 1, they carve out
a ‘cone’ in 2-dimensional spacetime in which the world-lines of physical
objects lie. If we take the plus-coordinate to represent light-cone time, one
can show that the minus-coordinate of the spacetime momentum p should
be interpreted as the light-cone energy. The relativistic inner product in
light-cone coordinates becomes

〈(v+, v−, . . . vd),(w+, w−, . . . wd)〉 = −v+w− − v−w+ +
d

∑
j=2

vjwj. (4.23)

In this new basis, we will refer to the first two coordinates as light-cone
coordinates and the other d− 1 as transverse coordinates.

In the light-cone gauge, we get n · X = X+ and n · p = p+, so the parame-
terisation conditions (4.9) and (4.10) become

X+(τ, σ) = 2α′p+τ and p+ = πPτ+. (4.24)

Using (4.23), our parameterisation constraints become

(∂τX± ∂σX)2 = −2(∂τX+ ± ∂σX+)(∂τX− ± ∂σX−) + (∂τ~X± ∂σ~X)2 = 0

where ~X = (X2, . . . , Xd). Since we may assume p+ 6= 0‡, we obtain from
(4.24) that

(∂τX− ± ∂σX−) =
1

4α′p+
(∂τ~X± ∂σ~X)2 (4.25)

Here we see why the light-cone gauge was useful. The dynamics of
X−(τ, σ) are completely determined by the dynamics of the transverse

‡If not, we can always rotate our coordinate system every so slightly.
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dimensions ~X(τ, σ), up to the constant x−0 . The string dynamics are thus
fully determined by a choice of the constants x−0 , p+ and of those occurring
in X j(τ, σ) for all 2 ≤ j ≤ d.

For brevity, let us once again define new complex vectors αn ∈ Cd+1 by

α0 =
√

2α′p, αn =
√

nan, and α−n =
√

na∗n for n ∈N>0. (4.26)

One can use (4.25) to deduce that the minus oscillators satisfy

√
2α′α−n =

1
2p+ ∑

k∈Z

d

∑
j=2

α
j
n−kα

j
k.

The world-sheet parameterisation is then given by the following three ex-
pansions:

X+(τ, σ) = 2α′p+τ, (4.27)

X j(τ, σ) = xj
0 +
√

2α′α
j
0τ − i

√
2α′ ∑

n 6=0

1
n

α
j
ne−inτ cos(nσ), (4.28)

for 2 ≤ j ≤ d, and lastly

X−(τ, σ) = x−0 +
1

p+
L0τ +

1
p+ ∑

n 6=0

1
n

Lne−inτ cos(nσ), (4.29)

where Ln denotes 1
2 ∑k∈Z ∑d

j=2 α
j
n−kα

j
k. As the notation suggests, we will

see that these Ln satisfy the Virasoro relations in the quantum theory.

4.6 Quantisation

To quantise the open string, we will use our knowledge of the quantum
harmonic oscillator. First, let us consider a simple action that encodes the
dynamics of the transverse coordinates ~X(τ, σ), namely

S =
1

4πα′

∫
dτ
∫ π

0
dσ(∂τ~X)2 − (∂σ~X)2 =

∫
dτ
∫ π

0
dσL. (4.30)

The canonical momenta ∂L
∂(∂τ~X)

= 1
2πα′ ∂τ~X and ∂L

∂(∂σ~X)
= 1

2πα′ ∂σ~X agree

with the expressions we found for Pτ and Pσ in (4.16). Using the vari-
ational principle, one can show that S also induces the right equation of
motion and boundary conditions.
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4.6 Quantisation 73

For the rest of this chapter, let j and k denote integers in {2, 3, . . . , d}. Let
us write ~X(τ, σ) in terms of new (d− 1)-dimensional variables qn(τ), such
that

X j(τ, σ) = qj
0(τ) + 2

√
α′

∞

∑
n=1

qj
n(τ)

cos(nσ)√
n

. (4.31)

As we have seen in section 4.4, this is the most general solution to the
equation of motion that satisfies the boundary conditions. The action then
becomes

S =
∫

dτ

[
1

4α′
(q̇0(τ))

2︸ ︷︷ ︸
:=L0

+
∞

∑
n=1

1
2n

(q̇n(τ))
2 − n

2
(qn(τ))

2︸ ︷︷ ︸
:=Ln

]
. (4.32)

Note that multiplication of the (d− 1)-dimensional vectors qn simply re-
duces to the standard inner product on Rd−1, as we are only considering
the transverse coordinates. For every n ≥ 1, the term Ln can be recognised
as the Lagrangian of a harmonic oscillator with frequency n, and the term
L0 as the Lagrangian of a free particle. We therefore declare the qj

n and
their conjugate momenta pj

n = ∂Ln

∂q̇j
n

to be time-independent Schrödinger

operators with the canonical commutation relations

[qj
n, pk

m] = iδjkδnm. (4.33)

For every n ≥ 1, we get the ladder operators

aj
n =

1√
2
(pj

n − iqj
n) and aj†

n =
1√
2
(pj

n + iqj
n)

with the expected commutation relations [aj
n, ak†

m ] = δjkδnm. As the nota-
tion suggests, we will find that these operators correspond to the oscillator
modes in (4.21).

To find the Heisenberg operators, we need an expression for the Hamilto-
nian. For each Lagrangian Ln, the corresponding Hamiltonian is given by
Hn = ∂Ln

∂q̇n
q̇n − Ln. So we obtain

Hn =

{ 1
4α′ q̇

2
0 = α′p2

0 if n = 0,
1

2n q̇2
n +

n
2 q2

n = n
2 (p2

n + q2
n) = n

(
a†

nan +
1
2(d− 1)

)
if n ≥ 1.

(4.34)
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The full Hamiltonian is then given by H = ∑∞
n=0 Hn. Now for any time-

independent Schrödinger operator Q, let Q(τ) denote its corresponding
Heisenberg operator, so we have Q(τ) = eiHτQe−iHτ. The Heisenberg
evolution of Q(τ) is then given by

dQ(τ)

dτ
= i[H(τ), Q(τ)]. (4.35)

Note that commutation relations are preserved if one switches from
Schrödinger operators to Heisenberg operators, i.e. if [Q1, Q2] = Q3 for
some Schrödinger operators Qi then we have [Q1(τ), Q2(τ)] = Q3(τ).

From the commutation relations of the ladder operators, we find that
[H, aj

n] = [Hn, aj
n] = n

[
aj†

n aj
n, aj

n

]
= −naj

n. This implies

daj
n(τ)

dτ
= i[H(τ), aj

n(τ)] = −inaj
n(τ), (4.36)

so we obtain aj
n(τ) = e−inτaj

n(0) = e−inτaj
n. Similarly, we get aj†

n (τ) =

einτaj†
n , so we find

qj
n(τ) =

i√
2
(aj

ne−inτ − aj†
n einτ) for n ≥ 1. (4.37)

We still have to find an expression for qj
0(τ). Since [H, pj

0] = 0, it follows
that pj

0(τ) is independent of τ and thus pj
0(τ) = pj

0(0) = pj
0. From (4.33)

we obtain [H, qj
0] = α′[(pj

0)
2, qj

0] = −2α′ipj
0, so we have

dqj
0(τ)

dτ
= i[H(τ), qj

0(τ)] = 2α′pj
0(τ) = 2α′pj

0, (4.38)

which implies

qj
0(τ) = xj

0 + 2α′pj
0τ, (4.39)

where xj
0 is some τ-independent operator that satisfies [xj

0, pk
0] = iδjk, since

we need [qj
0, pk

0] = iδjk.

Substituting our results in (4.31), we obtain

X j(τ, σ) = xj
0 + 2α′pj

0τ + i
√

2α′
∞

∑
n=1

(
aj

ne−inτ − aj†
n einτ

) cos(nσ)√
n

. (4.40)
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4.7 Space of states 75

Comparing this to our result in (4.21), we see that the operator pj
0 cor-

responds to the conserved momentum pj of the string, so from now on
we will simply write pj instead of pj

0. Looking at our expressions for
X+(τ, σ) and X−(τ, σ) at the end of section 4.5, we see that in order to
complete the quantisation of the light cone string, we still need x−0 and
p+ to become Schrödinger operators. The canonical commutation relation
is [x−0 , p+] = −i, where the minus stems from the form of the relativistic
inner product in light cone coordinates (see (4.23)).

All the zero and oscillator modes of the string have now become
Schrödinger operators. Before moving on to the space of states on which
these operators act, let us revisit the Hamiltonian. From (4.34), we obtain
that the full Hamiltonian is given by

H =
∞

∑
n=0

Hn = α′p2 +
∞

∑
n=1

n
(

a†
nan +

1
2
(d− 1)

)
= α′p2 +

∞

∑
n=1

na†
nan +

1
2
(d− 1)

∞

∑
n=1

n.
(4.41)

The diverging term stems from the nonzero commutator of a†
n and an. Due

to this term, our Hamiltonian is not well-defined as is. We will solve this
problem in section 4.8.

4.7 Space of states

In the last section we obtained the Schrödinger operators for the quantum
theory of the open string. However, we have been talking about these op-
erators without specifying a vector space for them to act on. We will now
construct this space of states. Within this space the aj

n and aj†
n will act as

lowering and raising operators, also referred to as annihilation and creation
operators, respectively. As we know from the quantum harmonic oscilla-
tor, a creation operator aj†

n raises the energy of a state, whereas a annihi-
lation operators lowers it. For our string, the operator pairs (xj

0, pj) and
(x−0 , p+) correspond to the zero modes of the string, whereas the aj

n and
aj†

n correspond to the oscillation modes. Our ground states will therefore
be eigenstates of a maximal commuting subset of the operators xj

0, pj, x−0 ,
and p+. As we would like our ground states to be eigenstates of energy,
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we will take eigenstates of the light-cone and transverse momenta opera-
tors p+ and pj. Thus, for any cp+ ∈ R and c~p ∈ Rd−1 we define a ground
state

|cp+ , c~p〉 with p+|cp+ , c~p〉 = cp+ |cp+ , c~p〉,

pj|cp+ , c~p〉 = cj
~p|cp+ , c~p〉.

The energy of these ground states cannot be lowered by the annihilation
operators, thus we set

aj
n|cp+ , c~p〉 = 0 for all n ≥ 1.

We can create new states by letting the creation operators aj†
n act upon the

ground states. The basis of our state space is therefore given by vectors of
the form

aj1†
n1 aj2†

n2 . . . ajk†
nk |cp+ , c~p〉 (4.42)

with ni ≥ 1 and 2 ≤ ji ≤ d for all i ∈ {1, 2, . . . , k}. The vector space Vopen
that is generated by these basis vectors is the state space of the open string.
The action of the operators aj

n on Vopen follows from their commutation
relation with the aj†

n .

The construction of Vopen should remind the reader of the Fock space rep-
resentation of the Heisenberg Lie algebra. To see the resemblance more
clearly, let us switch to the notation α

j
n as we did at the end of section 4.5.

We define operators

α
j
0 =
√

2α′pj, α
j
n =
√

naj
n, and α

j
−n =

√
naj†

n for n ∈N, (4.43)

so the vectors

α
j1
n1α

j2
n2 . . . α

jk
nk |cp+ , c~p〉 with ni < 0, cp+ ∈ R, c~p ∈ Rd−1 (4.44)

form a basis of Vopen. Since [aj
n, ak†

m ] = δjkδnm and [aj
n, ak

m] = [pj, aj
n] =

[pj, aj†
n ] = 0 for all n, m ≥ 1, it follows that

[α
j
n, αk

m] = nδjkδn,−m for all n, m ∈ Z. (4.45)

We see that for every j ∈ {2, . . . , d}, we get a copy of the Heisenberg Lie
algebra! If we let g =

⊕d+1
j=2 h denote the Lie algebra obtained by taking
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4.8 Virasoro operators 77

the direct sum of d− 1 copies of the Heisenberg Lie algebra h, we can view
Vopen as a direct sum

Vopen =
⊕

cp+ ,c~p

g|cp+ , c~p〉 (4.46)

where each subspace g|cp+ , c~p〉 is a Fock representation of g in which α
j
0

acts as multiplication by
√

2α′cj
~p. Note that this is quite similiar to the

state space of the lattice vertex algebra, except that we are summing over
Rd−1 instead of over a lattice. This is due to the fact that the momentum
spectrum of our string is not discrete but continuous. When we compactify
the closed string in chapter 5, we will find that the transverse momenta
become quantised.

4.8 Virasoro operators

Recall the expression

X−(τ, σ) = x−0 +
1

p+
L0τ + i

1
p+ ∑

n 6=0

1
n

Lne−inτ cos(nσ) (4.47)

with Ln = ∑k∈Z ∑d
j=2 α

j
n−kα

j
k from section 4.5. For brevity, let us write

αn−kαk =
d

∑
j=2

α
j
n−kα

j
k.

In deriving (4.47), the α
j
n where assumed to be complex numbers and thus

to commute with each other. In the quantum theory, the αn become opera-
tors and we have to worry about their ordering in the sums 1

2 ∑k∈Z αn−kαk.
To ensure that the Ln are well-defined operators, we use the normal or-
dered product, just as we did in chapter 2 for vertex operators.

For all n ∈ Z, we define

L̃n = : Ln : =
1
2 ∑

k∈Z

d

∑
j=2

: α
j
n−kα

j
k :. (4.48)

We know that the α
j
n generate the Heisenberg Lie algebra, i.e. we have

[α
j
n, αk

m] = nδjkδn,−m for all n, m ∈ Z. Noting the similarity between the ex-
pression for the L̃n in (4.48) and the conformal vector of the lattice vertex
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algebra in equation (3.5) of section 3.2, it follows directly from our dis-
cussion below (3.5) that the L̃n satisfy the commutation relations of the
Virasoro algebra with central charge d− 1. Note that for n 6= 0, we have
L̃n = Ln since in that case the operators αn−k and αk commute with each
other for all k ∈ Z. However, this is not the case for n = 0. We have

L0 =
1
2 ∑

k∈Z

α−kαk =
1
2

α2
0 +

1
2

∞

∑
k=1

α−kαk +
1
2

∞

∑
k=1

αkα−k (4.49)

=
1
2

α2
0 +

∞

∑
k=1

α−kαk +
1
2
(d− 1)

∞

∑
k=1

k = L̃0 +
1
2
(d− 1)

∞

∑
k=1

k, (4.50)

where we used that α
j
kα

j
−k = α

j
kα

j
−k + [α

j
k, α

j
−k] = α

j
kα

j
−k + k. Since the last

sum diverges, L0 is not a well-defined operator as is. We therefore redefine
L0 by setting

L0 := L̃0 =
1
2

α2
0 +

∞

∑
k=1

α−kαk. (4.51)

Now we have Ln = L̃n for all n, thus we conclude from our results in
section 3.2 that[

Lm, Ln
]
= (m− n)Lm+n +

d− 1
12

(m3 −m)δm,−n for all n, m ∈ Z, (4.52)

which shows that Vopen is a representation of the Virasoro algebra with
central charge d− 1.

Recall from section 4.5 that 2α′p− =
√

2α′α−0 = 1
p+ L0. To make up for

simply omitting the term 1
2(d− 1)∑∞

k=1 k from the operator L0, we set

2α′p− :=
1

p+
(L0 − a) (4.53)

for some constant a. Also recall that the diverging term 1
2(d − 1)∑∞

k=1 k
appeared in the Hamiltonian given in (4.41). Substituting the constant a,
we obtain

H = α′p2 +
∞

∑
n=1

na†
nan − a

=
1
2

α2
0 +

∞

∑
n=1

α−nαn − a

= L0 − a = 2α′p−p+.

(4.54)
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We now have a well-defined Hamiltonian and well-defined Virasoro op-
erators. To complete the quantum theory, we have to determine the value
of the constant a, which is called the normal ordering constant.

4.8.1 The normal ordering constant

Before we determine the value of a properly in the next section, let us
give a naive interpretation of the diverging sum ∑∞

k=1 k. To this end, we
consider the complex Riemann zeta function

ζ(z) =
∞

∑
k=1

k−z, Re(z) > 1. (4.55)

This function allows for an analytic continuation on the whole complex
plane (except for a simple pole at z = 1). Given this continuation, we have
ζ(−1) = − 1

12 . One is therefore tempted to suggest the value − 1
12 for our

diverging sum ∑∞
k=1 k. We then obtain

a = −1
2
(d− 1)

∞

∑
k=1

k “=”
1

24
(d− 1). (4.56)

Although this argument might appear terribly unconvincing, it actually
does provide the right answer! In the next section, we will use Lorentz
invariance to obtain d = 25 and a = 1, which agrees with our naive result
in (4.56).

Let us consider the effect of setting a equal to 1. The Hamiltonian of the
open string now becomes

H = L0 − 1. (4.57)

The effect of this shift is most prominent when we consider the mass of
the string states. Classically, the squared mass of the string in light-cone
coordinates is given by M2 = −p2 = 2p+p− −∑25

j=2 pj pj. In the quantum
theory, M2 becomes an operator. Recalling that L0 − a = 2α′p+p− and√

2α′pj = α
j
0, we obtain

M2 =
1
α′
(L0 − a)− 1

2α′

25

∑
j=2

α
j
0α

j
0 =

1
α′

(
−a +

25

∑
j=2

∞

∑
n=1

α
j
−nα

j
n

)
. (4.58)

We see that a = 1 results in a shift in the mass spectrum. In particular, it
ensures that we have massless states aside from the ground states. These
new massless states can be recognized as photons [Zwi04].
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4.9 Lorentz invariance and the critical dimen-
sion

As mentioned in section 1.1, any Lorentz invariant quantum theory must
contain Lorentz generators: operators that generate the Lorentz transforma-
tions and whose commutation relations are those of the Lorentz lie alge-
bra. These operators correspond to the conserved Lorentz charges of our
string, which can be found by Noether’s theorem. In the string context,
this theorem states the following: for any (infinitesimal) transformation
X 7→ X + εY that leaves the Lagrangian L invariant up to first order in ε,
we obtain conserved currents

jα :=
∂L

∂(∂αX)
·Y = Pα ·Y, for α ∈ {τ, σ},

that satisfy
∂τ jτ + ∂σ jσ = 0.

Here Y denotes some smooth map from the parameter space to R1,d and ε
is an (infinitesimal) constant. The currents give rise to a conserved charge
Q(τ) =

∫ π
0 jτdσ that satisfies

dQ
dτ

=
∫ π

0
∂τ jτdσ = −

∫ π

0
∂σ jσdσ = −[Pσ ·Y]π0 = 0,

due to the boundary conditions of the open string.

An (infinitesimal) Lorentz transformation is a transformation

X 7→ X + εAX,

for some linear map A : R1,d → R1,d and (infinitesimal) constant ε, that
leaves the relativistic dot product unchanged up to first order in ε, i.e. we
have

〈X + εAX, X + εAX〉 = 〈X, X〉+O(ε2). (4.59)

Clearly, any such transformation leaves the Lagrangian L in (4.2) invariant
(up to first order in ε) and thus results in a conserved charge by Noether’s
theorem. To satisfy (4.59), we must have 〈X, AX〉 = 0. In light-cone co-
ordinates, this means that A is given by a matrix of the form ηlcB, where
B ∈ Matd+1(R) denotes an antisymmetric matrix and ηlc is the light-cone
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metric given by

ηlc =



0 −1 0 0 . . . 0
−1 0 0 0 . . . 0
0 0 1 0 . . . 0
0 0 0 1 . . . 0
...

...
...

... . . . ...
0 0 0 0 . . . 1


(4.60)

The set of antisymmetric matrices is generated by the matrices

B(µν) = 1(µν) − 1(νµ) with µ, ν ∈ {+,−, 2, . . . , d},

where 1(µν) denotes the matrix with a 1 at the µν-entry and a 0 elsewhere.
So, for every µ, ν ∈ {+,−, 2, . . . , d} we obtain a conserved current

jτ
µν = 〈Pτ, ηlcB(µν)X〉 = 〈Pτ, ηlc(1(µν) − 1(νµ))X〉

=
1

2πα′

(
〈Ẋ, ηlc1(µν)X〉 − 〈Ẋ, ηlc1(νµ)X〉

)
=

1
2πα′

(
ẊµXν − ẊνXµ

)
,

which gives rise to a conserved charge. As we are free to choose the scaling
of these charges, we can define them as

Qµν = −
∫ π

0
jτ
µνdσ =

1
2πα′

∫ π

0

(
XµẊν − XνẊµ

)
dσ. (4.61)

Note that the antisymmetry of the Lorentz transformation is reflected in
the charges, as we have Qµν = −Qνµ. In particular, we have Qµµ = 0.

Recall that the general solution for the components of X is

Xµ(τ, σ) = xµ
0 + 2α′pµτ + i

√
2α′ ∑

n 6=0

1
n

α
µ
ne−inτ cos(nσ),

which implies Ẋµ(τ, σ) = 2α′pµ +
√

2α′ ∑n 6=0 α
µ
ne−inτ cos(nσ). Since the

conserved charges are independent of τ, we only have to worry about the
τ-dependent terms when we substitute these expressions in (4.61). From

XµẊν = 2α′xµ
0 pν + i2α′ ∑

n 6=0

1
n

α
µ
nαν
−n cos2(nσ) + (τ-dependent terms),
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we obtain that the Lorentz charges are given by

Qµν = xµ
0 pν − xν

0 pµ − i
∞

∑
n=1

1
n
(
α

µ
−nαν

n − αν
−nα

µ
n
)

. (4.62)

The above is a classical result. We now have to determine the quantum op-
erators corresponding to the Lorentz charges. These operators should gen-
erate the Lorentz transformations and their commutation relations should
be those of the Lorentz Lie algebra. In the light-cone gauge, this Lie alge-
bra takes the following form.

Definition 4.1. The Lorentz Lie algebra L in (d + 1) light-cone coordinates is
the Lie algebra spanned by the elements Mµν with µ, ν ∈ {+,−, 2, . . . , d}, whose
Lie bracket is given by

[Mµν, Mρκ] = iηµρMνκ − iηνρMµκ + iηµκ Mρν − iηνκ Mρµ, (4.63)

where η = ηlc.

To obtain the quantum operators corresponding to the classical charges
Qµν given in (4.62), one simply replaces the zero and oscillation modes xµ

0 ,
pµ and α

µ
n by their respective Schrödinger operators. One should check,

however, whether the resulting expression is a well-defined Hermitian op-
erator. In (4.62), the α

µ
n with positive index already appear on the right, so

the expression is normal ordered. Moreover, since (α
µ
n)

† = α
µ
−n, the term

i ∑∞
n=1

1
n
(
α

µ
−nαν

n − αν
−nα

µ
n
)

is Hermitian. However, the term xµ
0 pν − xν

0 pµ is
not Hermitian in general. For example, for µ = − and ν = j ∈ {2, . . . , d},
the term xν

0 pµ is not Hermitian as [xj
0, p−] 6= 0. We therefore redefine Q−j

as

Q−j = x−0 pj − 1
2

(
xj

0p− − p−xj
0

)
− i

∞

∑
n=1

1
n
(
α

µ
−nαν

n − αν
−nα

µ
n
)

. (4.64)

We redefine Qj−, Q−+ and Q+− in similar ways. Note that by doing so we
still have Qµν = −Qνµ in general.

The operators we have constructed must satisfy the commutation relations
in (4.63). Since the oscillators α−n are given by

√
2α′α−n =

{
1

p+ Ln if n 6= 0,
1

p+ (L0 − a) if n = 0,
(4.65)
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4.9 Lorentz invariance and the critical dimension 83

the most complicated charges are those of the form Q−j. Since Q−− = 0,
we must demand that

[Q−j, Q−k] = 0 for j, k ∈ {2, . . . , d}. (4.66)

in order to satisfy the commutation relation in (4.63). The commutator
[Q−j, Q−k] can be calculated explicitly, since we know the commutators of
all the zero and oscillator modes occurring in this expression. The calcu-
lation is too long and tedious to be given here; the important steps in this
calculation can be found in [Wei11] on page 44. The result is

[Q−j, Q−k] =
1

α′p+p+
∞

∑
n=1

Cn

(
α

j
−nαk

n − αk
−nα

j
n

)
with

Cn = n
(

25− d
24

)
+

1
n

(
25− d

24
+ (1− a)

)
. (4.67)

It then follows from (4.66) that Cn must be zero for all n ≥ 1, and thus we
obtain

d = 25,
a = 1.

(4.68)

This is a remarkable result. The requirement that our string theory is
Lorentz invariant turns out to be so constraining that it fixes the dimen-
sion of spacetime! Moreover, this dimension is much larger than the four
spacetime dimensions we are familiar with. One might hope that this is a
mere artefact of bosonic string theory, which is not a realistic physical the-
ory anyway as it does not include fermions. In superstring theory, how-
ever, Lorentz invariance requires a 10-dimensional spacetime. One way
to ‘deal’ with these unobserved extra dimensions is via compactifications,
which will be discussed in the next chapter.
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Chapter 5
Closed strings and their
compactifications

Thus far we only looked at open strings, i.e. strings whose endpoints are
not joined together. However, any bosonic string theory must include
closed strings, as open strings can generally close up on themselves. In this
chapter, we generalise our former analysis to closed strings. Furthermore,
we discuss the toroidal and orbifold compactification of these strings. The
results in this chapter are largely based on [Zwi04] and [Sch14].

5.1 Parametrisation

In contrast to open strings, the world-sheet of closed strings traces out a
tube in spacetime. We therefore alter our analysis of the open string by
simply imposing a periodicity constraint on the world-sheet parameteri-
sation X of our string. This condition reads

X(τ, σ + 2π) = X(τ, σ) for all τ, σ ∈ R. (5.1)

We thus obtain a full description of the string by letting σ take values in
[0, 2π] (recall that for the open string we let σ take values between 0 and
π). The closed string satisfies the same equation of motion as the open
string, which is given in (4.5). In contrast to the open string, we do not
have to impose boundary conditions due to the simple fact that closed
strings do not have boundaries (looking at equation (4.4), we indeed see
that the first term vanishes by the periodicity constraint). Analogously to
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86 Closed strings and their compactifications

the open string, we can choose a reparameterisation such that

n · X(τ, σ) = α′(n · p)τ,
n · p = 2πn · Pτ(τ, σ),

n · Pσ(τ, σ) = 0,

for some spacelike or lightlike vector n ∈ R1,d. The first two constraints are
the closed string analogues of (4.9) and (4.10). The third can be imposed
by choosing suitable points for σ = 0 on the lines of constant τ. Together
they imply (Ẋ ± X′)2 = 0 (see the derivation of (4.15)), which again gives
us the simple expressions

Pτ =
1

2πα′
Ẋ and Pσ = − 1

2πα′
X′, (5.2)

and so the equation of motion again becomes the familiar wave equation

Ẍ− X′′ = 0. (5.3)

5.2 Solving the wave equation and quantisation

We solve the wave equation as we did for the open string, but this time we
have to implement the constraint in (5.1). We know the general solution
is of the form X(τ, σ) = XL(τ + σ) + XR(τ − σ) for arbitrary C2 maps
XL, XR : R 7→ R1,d. The notation XL and XR refers to the left-moving and
right-moving waves, respectively. By the periodicity of X, we obtain

XL(τ + σ + 2π) + XR(τ − σ− 2π) = XL(τ + σ) + XR(τ − σ), (5.4)

and thus

XL(u + 2π)− XL(u) = XR(v)− XR(v− 2π), (5.5)

if we write u = τ + σ and v = τ − σ. As u and v are independent vari-
ables, differentiating with respect to u makes the right-hand side vanish,
whereas differentiating with respect to v makes the left-hand side vanish.
Thus we find that the derivatives of XL and XR are periodic functions,
since we obtain

X′L(u) = X′L(u + 2π) and X′R(v) = X′R(v + 2π). (5.6)
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5.2 Solving the wave equation and quantisation 87

We can therefore write X′L and X′R in terms of their complex Fourier series.
In contrast to the open string, we now obtain two sets of oscillation modes,
which we will write as αn and ᾱn:

X′L(u) =

√
α′

2 ∑
n∈Z

αne−inu and X′R(v) =

√
α′

2 ∑
n∈Z

ᾱne−inv (5.7)

where for all n ∈ Z, we have αn = α∗−n and ᾱn = ᾱ∗−n
∗. We call the modes

αn and ᾱn the left-moving and right-moving oscillators, respectively. The

factor
√

α′
2 in front is merely for convenience. Integrating gives us

XL(u) = xL
0 +

√
α′

2
α0u + i

√
α′

2 ∑
n 6=0

1
n

αne−inu,

where xL
0 ∈ R is some integration constant, and we get a similar expres-

sion for XR. Substituting these expressions in (5.5) then gives

α0 = ᾱ0. (5.8)

The full solution is therefore given by

X(τ, σ) =
(

xL
0 + xR

0

)
+
√

2α′α0τ + i

√
α′

2 ∑
n 6=0

e−inτ

n

(
αne−inσ + ᾱneinσ

)
.

(5.9)

Just as we showed for the open string, the zero mode α0 corresponds to
the momentum

p =
∫ 2π

0
Pτdσ =

1
2πα′

∫ 2π

0
Ẋdσ =

1
2πα′

∫ 2π

0

√
2α′α0dσ =

√
2
α′

α0.

We thus arrive at two sets of oscillation modes, with one zero mode for the
momentum. Looking at (5.9), we see that we are only interested in the sum
of xL

0 and xR
0 , so we define the coordinate zero mode to be x0 = xL

0 + xR
0 .

We then arrive at the final expression

X(τ, σ) = x0 + α′pτ + i

√
α′

2 ∑
n 6=0

e−inτ

n

(
αne−inσ + ᾱneinσ

)
. (5.10)

∗Here the asterisks denote complex conjugation, whereas the bars do not.
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For the quantisation of the closed string, we move to light-cone coordi-
nates and proceed as with the open string. The derivation is similar, only
now we end up with two sets of independent oscillator operators: the α

j
n

and the ᾱ
j
n. The Hamiltonian is given by

H = α′p−p+,

and the full set of Schrödinger operators consists of the xj
0, pj, x−0 , p+, α

j
n

and ᾱ
j
n with canonical commutation relations

[xj
0, pk] = iδjk,

[x−0 , p+] = −i,

[α
j
n, αk

m] = nδn,−mδjk,

[ᾱ
j
n, ᾱk

m] = nδn,−mδjk,

for n, m ∈ Z and j, k ∈ {2, 3, . . . , d}. Any other pair than those mentioned
above commutes with each other, so in particular we have [α

j
n, ᾱk

m] = 0.

5.3 Space of states and Virasoro operators

As we have obtained two sets of creation and annihilation operators, the
space state of the closed string will have basis vectors of the form

α
j1
n1 . . . α

jm
nm ᾱk1

n̄1
. . . ᾱ

k`
n̄`
|cp+ , c~p〉 with ni, n̄i < 0, cp+ ∈ R, c~p ∈ Rd−1. (5.11)

Here |cp+ , c~p〉 denotes a ground state momentum eigenvector, as it did in
the previous chapter for the open string. Note that the ordering of barred
and unbarred creation operators in (5.11) does not matter, as they all com-
mute with each other. However, we do have to keep in mind that the αn
and ᾱn are not completely independent, as we found α0 = ᾱ0 in (5.8). The
effect of this constraint becomes clear when we consider the Virasoro oper-
ators of the closed string. We have two sets of Virasoro operators, defined
by

Ln =
1
2 ∑

k∈Z

d

∑
j=2

: α
j
n−kα

j
k : and L̄n =

1
2 ∑

k∈Z

d

∑
j=2

: ᾱ
j
n−kᾱ

j
k : for n ∈ Z.

(5.12)
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5.3 Space of states and Virasoro operators 89

Note that normal ordering is only necessary for n = 0. As for the open
string, the oscillator modes α−n and ᾱ−n of the X− coordinate of the closed
string can be expressed in terms of the Ln and L̄n, namely

√
2α′α−n =

2
p+

Ln and
√

2α′ᾱ−n =
2

p+
L̄n (5.13)

for n 6= 0. For n = 0, we need to correct for the normal ordering by setting
√

2α′α−0 =
2

p+
(L0 − a) and

√
2α′ᾱ−0 =

2
p+

(L̄0 − ā) (5.14)

for certain constants a and ā. As for the open string, the diverging term
for both L0 and L̄0 is 1

2(d− 1)∑∞
k=1 k, and so we expect a = ā = 1

24(d− 1).
Indeed, it can be shown that Lorentz invariance requires both a = ā = 1
and d = 25. The Hamiltonian of the closed string then becomes

H = α′p+p− = L0 + L̄0 − 2.

We recognise this as the sum of two open string Hamiltonians: one for the
left-moving and one for the right-moving oscillations.

The constraint ᾱ0 = α0 implies that in particular we have ᾱ−0 = α−0 , so
it follows from equation (5.13) that L̄0 and L0 should act identically on
the state space of the closed string. Note that L0 and L̄0 act as gradation
operators: the first with respect to the left-moving creation operators and
the second with respect to the right-moving creation operators. The state
space of the closed string must therefore be generated by vectors of the
form

α
j1
n1 . . . α

jm
nm ᾱk1

n̄1
. . . ᾱ

k`
n̄`
|cp+ , c~p〉 with ni, n̄i < 0, cp+ ∈ R, c~p ∈ R24, (5.15)

that in addition satisfy

m

∑
i=1

ni =
l

∑
i=1

n̄i. (5.16)

The constraint above is also known as the level-matching condition, as it
requires the total degree (or level) in right and left moving oscillators to be
equal.

5.3.1 World-sheet momentum

We have just seen that the operator L0− L̄0 should act as annihilator on the
whole state space of the closed string. In 2-dimensional conformal field
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theory, the operator L0 − L̄0 arises as generator of rotations on the punc-
tured complex plane C×. Recall from the remark at the end of section 4.2
that we have a conformal field theory on the world-sheet. For the closed
string, the parameter space underlying this world-sheet can be viewed as
a cylinder. We can map this cylinder to C× via

(τ, σ) 7→ eτ+iσ. (5.17)

The rotations on C× therefore correspond to σ-translations in our context.
We will now check that L0 − L̄0 indeed generates σ-translations along the
string.

First, note that the mode expansion

X(τ, σ) = x0 +
√

2α′α0τ + i

√
α′

2 ∑
n 6=0

e−inτ

n

(
αne−inσ + ᾱneinσ

)
(5.18)

implies

Ẋ + X′ =
√

2α′ ∑
n∈Z

αne−in(τ+σ). (5.19)

Given the commutation relations [α
j
n, αk

m] = nδn,−mδjk and [α
j
0, xk

0] =√
α′
2 [p

k, xk
0] = −i

√
α′
2 δjk, a straightforward calculation gives

[L0, α
j
n] = −nα

j
n and [L0, xj

0] = −i

√
α′

2
α

j
0. (5.20)

Combining these results, we find

[L0, X j(τ, σ)] = [L0, xj
0] + i

√
α′

2 ∑
n 6=0

e−inτ

n
e−inσ[L0, α

j
n]

= −i

√
α′

2 ∑
n∈Z

e−in(τ+σ)α
j
n = − i

2
(Ẋ + X′).

(5.21)

Here we used in the first equality that each left-moving mode commutes
with all right-moving modes. Similar calculations give

[L̄0, X j(τ, σ)] = − i
2
(Ẋ− X′). (5.22)

90

Version of June 19, 2020– Created June 19, 2020 - 11:32



5.4 Toroidal compactification 91

From (5.21) and (5.22), we deduce

[L0 + L̄0, X j(τ, σ)] = −i∂τX j(τ, σ) and

[L0 − L̄0, X j(τ, σ)] = −i∂σX j(τ, σ),

The first commutator shows that L0 + L̄0 generates τ-translations. Of
course, this was to be expected, as the Hamiltonian is the generator of
time translations and we have [H, X j] = [L0 + L̄0 − 2, X j] = [L0 + L̄0, X j].
The second commutator shows that L0 − L̄0 generates σ-translations. The
operator L0− L̄0 can therefore be interpreted as the world-sheet momentum.
Standard notation for this momentum is

P := L0 − L̄0. (5.23)

Note that this is not the same as the spacetime momentum p of our string.
On the closed string state space, P must vanish, which means that our
string states are invariant under σ-translations. This reflects the fact that
the string dynamics are independent of our choice of the σ = 0 point on
the closed string.

5.4 Toroidal compactification

Both bosonic string theory and superstring theory predict the existence
of 10 or more spacetime dimensions. Clearly, we only observe four of
these. The question arises where these extra dimensions are hiding. One
way to explain this, is to assume that extra dimensions have been ‘curled
up’ around themselves. To obtain the string theory corresponding to the
monster vertex algebra, we will have to curl up all 24 transverse dimen-
sions. More precisely, we will let the closed string move freely on a 24-
dimensional torus. First, however, let us consider a closed string in a space
where one dimension has been rolled up into a circle with radius R ∈ R.
For example, we can compactify the 25-th dimension by identifying

v25 ∼ v25 + 2πR for v ∈ R1,25. (5.24)

Formally, we take the quotient

S1 := R/2πRZ (5.25)

where 2πRZ denotes the additive subgroup {2πRn : n ∈ Z} of R, and let
our string move in the space

R1,24 × S1 (5.26)
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instead of in R1,25. The periodicity condition of the closed string given in
(5.1) can then be weakened to

X25(τ, σ + 2π) = X25(τ, σ) + m2πR for some m ∈ Z (5.27)

for the compactified dimension. Here we still view X as a map to R1,25;
the condition in (5.27) ensures that the string becomes closed after com-
pactification. The integer m indicates how many times the string will be
wrapped around the circle S1 when moving from R1,25 to R1,24× S1. Com-
pactifications of this form, where the resulting compact space is a circle or
a torus (in the case of multiple compactified dimensions), are referred to
as toriodal compactifications.

5.4.1 One transverse coordinate

The compactification described above can be done for any of the string co-
ordinates. However, since we want to be able the use the light-cone gauge,
we will only compactify the transverse coordinates. Let k ∈ {2, 3, . . . , 25}
and suppose that

Xk(τ, σ + 2π) = Xk(τ, σ) + m2πR for some fixed m ∈ Z. (5.28)

For the other coordinates, we assume the standard periodicity condition
of the closed string. Now once again, we solve the wave equation. Note
that the solution will only differ from the ‘regular’ closed string in the k-th
coordinate. For this coordinate, equation (5.5) becomes

Xk
L(u + 2π)− Xk

L(u) = Xk
R(v)− Xk

R(v− 2π) + m2πR, (5.29)

where we write u = τ + σ and v = τ − σ. As the new term m2πR does
not affect the derivative of the right-hand side, our earlier analysis still
applies. We therefore find

Xk
L(u) = xLk

0 +

√
α′

2
αk

0u + i

√
α′

2 ∑
n 6=0

1
n

αk
ne−inu and (5.30)

Xk
R(v) = xRk

0 +

√
α′

2
ᾱk

0v + i

√
α′

2 ∑
n 6=0

1
n

ᾱk
ne−inv, (5.31)

where αk
n and ᾱk

n denote the complex Fourier coefficients of X
′k
L (u) and

X
′k
R (v), respectively. Due to the extra term in (5.29), we generally do not
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have αk
0 = ᾱk

0. Instead, (5.29) implies 2π
√

α′
2 αk

0 = 2π
√

α′
2 ᾱk

0 + m2πR and
thus

αk
0 − ᾱk

0 = m

√
2
α′

R. (5.32)

The momentum pk is related to the sum of ᾱk
0 and αk

0, since we have

√
2α′pk =

√
2α′

∫ 2π

0
Pτkdσ =

√
2α′

2πα′

∫ 2π

0
Ẋkdσ

=

√
2α′

2πα′

∫ 2π

0

(√
α′

2
ᾱk

0 +

√
α′

2
αk

0

)
dσ = ᾱk

0 + αk
0.

(5.33)

The full solution of the compactified coordinate is thus given by

Xk(τ, σ) = xk
0 + α′pkτ + mRσ + i

√
α′

2 ∑
n 6=0

e−inτ

n

(
αk

ne−inσ + ᾱk
neinσ

)
(5.34)

with xk
0 = xRk

0 + xLk
0 . The difference with the ‘regular’ closed string is the

extra zero mode mR, which is proportional to the winding number. This
zero mode can be interpreted as a different kind of momentum: just as p
is the momentum of the string with respect to τ, mR

α′ reflects the ‘internal’
momentum with respect to σ. This internal energy is due to the stretching
of the string by wrapping it m times around the circle. The usual notation
for this momentum is

w :=
mR
α′

and is commonly referred to as the ‘winding number’.

Since we only compactified a transverse coordinate, we can still use the
light-cone gauge. Quantisation leads to the expected commutation rela-
tions

[xk
0, pk] = i, [αk

n, αk
m] = nδn,−m, [ᾱk

n, ᾱk
m] = nδn,−m, [ᾱk

n, αk
m] = 0.

Since equation (5.32) implies w = 1√
2α′

(α0 − ᾱ0), the winding number w
also becomes an operator. This operator commutes with all the others, as
it should, since for a single closed string it is merely a constant. However,
if we are to allow for strings with different winding numbers in our state

Version of June 19, 2020– Created June 19, 2020 - 11:32

93



94 Closed strings and their compactifications

space, we should view w as an operator whose eigenvalues are the possi-
ble winding numbers, i.e. values from the set R

α′Z. The winding number
w is thus a quantized observable.

As a result of restricting the k-th dimension from R to S1, the momentum
pk that is conjugate to xk

0 also becomes quantised. To see this, consider the
operator eiapk

, where a ∈ R. By standard results in quantum mechanics,
we know that this operator should translate a state an amount of a along
the k-th direction. However, since the k-th dimension is compactified, a
translation of a should have the same result as a translation of a + 2πR.
This implies that the operator ei2πRpk

should act as the identity operator,
which in turn requires that pk has eigenvalues of the form

cpk =
n
R

, n ∈ Z. (5.35)

We can now construct the state space of a closed string with one compact-
ified dimension. Note that, in comparison to the regular closed string,
we lost states due to the quantisation of pk. However, we also gained
new states, namely those corresponding to different winding numbers.
Our ground states are eigenstates of the operators p+, pk, w and pj for
j ∈ {2, 3, . . . , 25} \ {k}, which we write as

|cp+ , c~p, n, m〉 with cp+ ∈ R, c~p ∈ R23, n, m ∈ Z. (5.36)

Here n corresponds to a pk-eigenvalue of n
R , whereas m corresponds to

a w-eigenvalue of mR
α′ . General basis vectors are then obtained by acting

upon these ground states with creation operators, so they are of the form

α
j1
n1 . . . α

js
ns ᾱ

k1
n̄1

. . . ᾱ
k`
n̄`
|cp+ , c~p, n, m〉 with ni, n̄i < 0. (5.37)

Not every state of the above form is in our state space, as we still need to
consider the constraint ᾱk

0 − αk
0 =
√

2α′w for the compactified dimension
and the constraint ᾱ

µ
0 = α

µ
0 for the other dimensions. Again, the effect of

these constraints becomes clear via the Virasoro operators. Since k 6= 1, 2
we still have ᾱ−0 = α−0 , which implies that L̄0 and L0 should act identically
on the state space. From

L0 =
1
2 ∑

n∈Z

25

∑
j=2

: α
j
−nα

j
n : =

1
2

αk
0αk

0 +
1
2

25

∑
j=2
j 6=k

α
j
0α

j
0 +

1
2

∞

∑
n=1

25

∑
j=2

α
j
−nα

j
n (5.38)
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and a similar expression for L̄0, we obtain

L0 − L̄0 =
1
2
(αk

0αk
0 − ᾱk

0ᾱk
0) +

1
2

∞

∑
n=1

25

∑
j=2

α
j
−nα

j
n −

1
2

∞

∑
n=1

25

∑
j=2

ᾱ
j
−nᾱ

j
n.

Note that 1
2(α

k
0αk

0− ᾱk
0ᾱk

0) =
1
2(α

k
0 + ᾱk

0)(α
k
0− ᾱk

0) = α′pkw, so to ensure that
L0 − L̄0 annihilates every state in our state space, the difference between
the degree in right-moving and left-moving creation operators must be
equal to the eigenvalue of the operator α′pkw. To be precise, the basis
vectors in (5.37) must satisfy

α′
n
R

mR
α′
−

s

∑
i=1

ni +
l

∑
i=1

n̄i = nm−
s

∑
i=1

ni +
l

∑
i=1

n̄i = 0. (5.39)

5.4.2 The closed string on a torus

We can easily extend the toroidal compactification to all transverse direc-
tions instead of just one. In the example above, we compactified along the
k-th dimension. Note, however, that we could have chosen any transverse
direction, i.e. we could have set ~X = ~X + 2πR~m for some transverse vector
~m. Compactifying all transverse directions thus comes down to choosing
24 linearly independent transverse vectors along which we will roll up
our space. These vectors span a full rank lattice L in R24 (which need not
be rational in the sense of definition 3.1). The periodicity condition for a
closed string then becomes

~X(τ, σ + 2π) = ~X(τ, σ) + 2πRβ for some fixed β ∈ L. (5.40)

As before, ~X here denotes the vector (X2, . . . , X25). This compactification
reduces the transverse dimensions to the 24-dimensional torus that is ob-
tained by taking the quotiënt of R24 by 2πRL. To obtain to Monster vertex
algebra, one must take L to be the Leech lattice.

The quantum theory of the closed string on the torus is almost immediate
from our analysis in the last section, as we have X j = X j + 2πRβj for each
transverse dimension j. We thus obtain two sets of oscillators α

j
n and ᾱ

j
n,

which satisfy

α
j
0 − ᾱ

j
0 =

√
2
α′

Rβj and α
j
0 + ᾱ

j
0 =
√

2α′pj. (5.41)
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96 Closed strings and their compactifications

Instead of defining a winding number for each transverse direction j, it is
more informative to study the left-moving and right-moving transverse mo-
mentum, which we define as

~pL = (α2
0, . . . , α25

0 ) and ~pR = (ᾱ2
0, . . . , ᾱ25

0 ). (5.42)

In order for e−i~a·~p to be a well-defined operator, we need λ·~p
R to be integral

for any λ ∈ L. This means that the allowed momenta 1
R~p lie precisely in

the dual lattice L∗ of L in R24, which is defined as

L∗ = {x ∈ R24 : x · λ ∈ Z for all λ ∈ L}. (5.43)

We thus obtain from (5.41) and (5.42) that the left and right momenta sat-
isfy

~pL =
1
2

(
√

2α′~p +

√
2
α′

Rβ

)
=
√

α′
(

1√
2
~p +

1
α′
√

2
Rβ

)
(5.44)

~pR =
1
2

(
√

2α′~p−
√

2
α′

Rβ

)
=
√

α′
(

1√
2
~p− 1

α′
√

2
Rβ

)
, (5.45)

with 1
R~p ∈ L∗ and β ∈ L.

To obtain the state space of the lattice vertex algebra, we will have to set
R =
√

2 and α′ = 1. The result above then simplifies to

~pL =
1
R
~p + β and ~pR =

1
R
~p− β, (5.46)

This result is particularly nice if L is self-dual, i.e. if L = L∗, since then ~pL
and ~pR are lattice elements themselves. Indeed, this will be the case when
L is the Leech lattice. We can then take our ground states to be eigenvectors
of p+, pj

L and pj
R, and write them as

|cp+ , βL, βR〉 with cp+ ∈ R, βL, βR ∈ L. (5.47)

The action of pj
L is then given by pj

L|cp+ , βL, βR〉 = β
j
L|cp+ , βL, βR〉 (and

similarly for pj
R) and the general basis vectors are of the form

α
j1
n1 . . . α

js
ns ᾱ

k1
n̄1

. . . ᾱ
k`
n̄`
|cp+ , βL, βR〉 with ni, n̄i < 0. (5.48)

As before, these states must be annihilated by L0 − L̄0. From

L0 =
1
2

α2
0 +

∞

∑
n=1

α−nαn =
1
2

p2
L +

∞

∑
n=1

α−nαn, (5.49)
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5.5 Orbifold compactification 97

and a similar expression for L̄0, we find that the states in (5.48) must satisfy

1
2

(
β2

L − β2
R

)
−

s

∑
i=1

ni +
l

∑
i=1

n̄i = 0. (5.50)

The above result implies that 1
2

(
β2

L − β2
R
)

must be integer, so we need L to
be an even lattice. Again, the Leech lattice satisfies this requirement.

5.5 Orbifold compactification

A different way of changing the boundary conditions and obtaining new
states is via orbifolding. Formally, an oribfold is a generalization of a man-
ifold, which locally looks like quotients of open subsets of Rn by finite
groups. For our purposes, it suffices to think of an orbifold as an identi-
fication of points in spacetime which includes fixed points. To obtain the
Monster vertex algebra, we will have to orbifold the 24-dimensional torus
whose underlying lattice is the Leech lattice. First, however, let us con-
sider a simpler construction. We reduce the 24 transverse dimensions of
the uncompactified closed string to the orbifold R24/Z2 by identifying

~v ∼ −~v for v ∈ R1,25. (5.51)

Here, as before, we have ~v = (v2, . . . , v25). More formally, we let Z2 =
{±1} act on R24 by ~v 7→ ±~v, and let our string move in the space

R1,1 ×R24/Z2. (5.52)

Note that the identification has one fixed point in R24, namely zero. The
quantum theory of this orbifold consists of two kinds of states: superpos-
tions of closed strings in R1,25 that are invariant under the orbifold iden-
tification, and states corresponding to open strings in R1,25 that become
closed under the orbifold identification. The former are known as the un-
twisted states and the latter as the twisted states.

5.5.1 Untwisted states

To find the untwisted states, we consider the state space of the (uncom-
pactified) closed string and remove those states that not invariant under
the orbifold identification. Recall this space is generated by the vectors

α
j1
n1 . . . α

jm
nm ᾱk1

n̄1
. . . ᾱ

k`
n̄`
|cp+ , c~p〉 with ni, n̄i < 0, cp+ ∈ R, c~p ∈ R24, (5.53)
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98 Closed strings and their compactifications

that satisfy ∑ ni = ∑ n̄i. We now define an operator U on this space which
implements the orbifold. As the mapping ~v 7→ −~v is an involution, we
want UU = id and thus U = U−1. For each transverse direction, we set

UX j(τ, σ)U = −X j(τ, σ). (5.54)

As the above holds for all τ and σ, it follows from (5.9) that we have

Uxj
0U = −xj

0, Uα
j
nU = −α

j
n, and Uᾱ

j
nU = −ᾱ

j
n. (5.55)

We only orbifold the transverse dimensions, so we need U to leave X+ and
X− invariant. In particular, we expect U to have no effect on the light-cone
momentum p+ and zero mode x−0 . We therefore define

Up+U = p+ and Ux−0 U = x−0 . (5.56)

These equations imply UX±U = X±, since X+ = α′p+τ and since X− is
quadratic in the transverse oscillators α

j
n. Note that the Hamiltonian L0 +

L̄0 − 2 is quadratic in transverse oscillators as well and thus commutes
with U. This means that the U-invariant sector is well-defined, as any
quantum state that is U-invariant at some point in time will remain U-
invariant.

To find the U-invariant states, we still have to determine the action of U
on the ground states. If a state has no transverse momentum, we expect U
to have no effect, so we set

U|cp+ , 0〉 = |cp+ , 0〉. (5.57)

Since the transverse momenta pj are conjugate to the position zero modes

xj
0, the operator eiaxj

0 should ‘translate’ the transverse momentum pj by a.
We thus obtain from Uxj

0U = −xj
0 that

U|cp+ , c~p〉 = Ueic~p·~x0 |cp+ , 0〉 = (Ueic~p·~x0U)U|cp+ , 0〉 (5.58)

= e−ic~p·~x0 |cp+ , 0〉 = |cp+ ,−c~p〉. (5.59)

We can now determine the U-invariant states. Consider the states of form

|cp+ , c~p〉+ |cp+ ,−c~p〉, and (5.60)

|cp+ , c~p〉 − |cp+ ,−c~p〉, (5.61)

The first are U-invariant and the second have U-eigenvalue −1. The basis
states of the untwisted space are therefore obtained by acting with an even
number of creation operators on (5.60) or with an odd number on (5.61) (in
a way that respects the constraint ∑ ni = ∑ n̄i).

98

Version of June 19, 2020– Created June 19, 2020 - 11:32



5.5 Orbifold compactification 99

5.5.2 Twisted states

The untwisted states are obtained as a U-invariant subspace of the parent
theory. The states in this subspace are necessarily superpositions, and can
be interpreted as two closed strings that transform into each other under
the orbifold identification. The twisted states, on the other hand, corre-
spond to open strings in the parent theory whose endpoints join together
under the orbifold identification. These strings satisfy the boundary con-
dition

X j(τ, σ + 2π) = −X j(τ, σ) (5.62)

for the transverse dimensions j. For the other two dimensions, we still
have the closed string periodicity condition X±(τ, σ + 2π) = X±(τ, σ).
Note that, as before, we still view X as a map to R1,25. The condition in
(5.62) ensures that the string becomes closed after the orbifold identifica-
tion.

Let us solve the wave equation for the transverse dimensions. With the
new boundary condition, equation (5.5) becomes

X j
L(u + 2π) + X j

L(u) = −X j
R(v)− X j

R(v− 2π), (5.63)

so differentiating with respect to the independent variables u and v gives

∂uX j
L(u) = −∂uX j

L(u + 2π) and ∂vX j
R(v) = −∂vX j

R(v + 2π). (5.64)

This implies that ∂uX j
L and ∂vX j

R are periodic functions with a period of
4π instead of 2π. Their Fourier expansions are of the form

∂uX j
L(u) =

√
α′

2 ∑
n∈2Z+1

α
j
n
2
e−i n

2 u and ∂vX j
R(v) =

√
α′

2 ∑
n∈2Z+1

ᾱ
j
n
2
e−i n

2 v,

so integrating gives

X j
L(u) = xLj

0 + i

√
α′

2 ∑
n∈2Z+1

2
n

α
j
n
2
e−i n

2 u, (5.65)

and similar expression for X j
R(v). It follows from (5.63) that xLj

0 = −xRj
0 ,

so the full solution is given by

X j(τ, σ) = i
√

2α′ ∑
n∈2Z+1

e−i n
2 τ

n

(
α

j
n
2
e−i n

2 σ + ᾱ
j
n
2
ei n

2 σ
)

. (5.66)
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100 Closed strings and their compactifications

In contrast to the regular closed string, there is no zero coordinate or zero
momentum mode for the orbifolded dimensions. This is a natural con-
sequence of the constraint in (5.62). If we fix τ0 and consider the 24-
dimensional string described by ~X(τ0, σ) in R24, the constraint in (5.62)
implies that this string is located symmetrically around the fixed point~0
of the orbifold. The average (transverse) position is therefore equal to this
fixed point. As time flows, the string may oscillate around this point, but
it will not move away from it.

Quantisation of the orbifolded string leads to the expected commutation
relations

[αk
n, αk

m] = nδn,−m,

[ᾱk
n, ᾱk

m] = nδn,−m,

[ᾱk
n, αk

m] = 0

for n, m ∈ Z + 1
2 . The ground states for the twisted states are simply

eigenvectors of p+, since we have no transverse momentum operators.
The general basis states are thus given by

α
j1
n1 . . . α

jm
nm ᾱk1

n̄1
. . . ᾱ

k`
n̄`
|cp+〉 with ni, n̄i < 0, cp+ ∈ R. (5.67)

Since we have no zero modes, we do not have any constraints on the left-
moving and right-moving energy levels ∑ ni and ∑ n̄i.

To finalise the orbifold theory, let us consider the Virasoro operators. The
shift to half-integer indices of the α

j
n does not affect the form of the Ln and

L̄n in the expansion of X−(τ, σ), so we have

Ln =
1
2 ∑

k∈Z+ 1
2

∑
j

α
j
n−kα

j
k for n ∈ Z, (5.68)

and a similar expression for the L̄n. However, the half-integer indices do
affect the normal ordering constant for n = 0. We have

1
2 ∑

k∈Z+ 1
2

α
j
−kα

j
k = ∑

k∈N+ 1
2

α
j
−kα

j
k +

1
2 ∑

k∈N+ 1
2

[α
j
k, α

j
−k] (5.69)

= ∑
k∈N+ 1

2

α
j
−kα

j
k +

1
2 ∑

k∈N+ 1
2

k (5.70)
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5.5 Orbifold compactification 101

The diverging term in both L0 and L̄0 is therefore 24 · 1
2 ∑k∈N+ 1

2
k. Let us

once again give a naive interpretation of this infinite sum by using the
‘result’ from section 4.8.1

∑
k∈N

k “=” − 1
12

. (5.71)

From

∑
k∈N

k = ∑
k∈Neven

k + ∑
k∈Nodd

k = 2 ∑
k∈N

k + ∑
k∈Nodd

k, (5.72)

we suggest that the value of the diverging term should be

24 · 1
2 ∑

k∈N+ 1
2

k = 24 · 1
4 ∑

k∈Nodd

k = −6 · ∑
k∈N

k “=”
1
2

. (5.73)

Again, one might be unconvinced by this procedure. It turns out, however,
that this value does give rise to a consistent string theory.

Following our strategies from before, one might be tempted to redefine L0

as 1
2 ∑k∈Z+ 1

2
∑j : α

j
−kα

j
k : and to adjust for the normal ordering constant by

setting H = (L0 +
1
2) + (L̄0 +

1
2). However, due the to half-integer indices,

the operators Ln will then not satisfy the Virasoro relations. As shown in
theorem 1.9.6 of [FLM89], we have to redefine

L0 :=
1
2 ∑

k∈Z+ 1
2

∑
j

: α
j
−kα

j
k : +

3
2

(5.74)

(and similarly for L̄0) in order to obtain the proper commutation relations.
The ‘effective’ normal ordering constant is therefore still equal to −1. So,
with this definiton of L0 and L̄0, the Hamiltonian remains

H = (L0 − 1) + (L̄0 − 1) . (5.75)

In the next chapter, we will use this Hamiltonian and the expression for L0
to calculate the partition function of an orbifold theory. We will find that
this function is modular invariant, which is a necessary condition for any
consistent string theory.
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Chapter 6
String interactions

In this chapter, we first sketch how vertex operators are used to calcu-
late the probability amplitudes corresponding to diagrams of interact-
ing strings. We then restrict ourselves to the one-loop diagram of closed
strings and calculate the partition function of the string theory associated
with the monster vertex algebra V\. As it should, this partition function
will be equal to the J-function. The definition of the one-loop probability
amplitude and calculation of the partition function of the uncompactified
string are based on [Sch14] and [BLT12]. The derivation of the partition
function of V\ follows [Tui92] and [DGH88].

6.1 String diagrams and vertex operators

In the last two chapters, we determined the quantum states of free open
and closed strings. As explained in section 1.1, one of the main goals in
quantum field theory is to determine the probability amplitudes of state
transitions. In the particle picture, these transitions are scattering pro-
cesses which are often depicted by a Feynman diagram. Figure 6.1a shows
such a diagram, in which two particles p and q annihilate to produce a
new particle s, which in turn decays into two particles t and u. We thus
consider the time axis to run upwards and the space axis to run from left to
right. The lines can be interpreted as particle trajectories and the vertices
as interactions. To determine the probability amplitude corresponding to
this transition, one should sum over the amplitudes of all possible Feyn-
man diagrams with incoming particles p, q and outgoing particles t, u. To
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104 String interactions

calculate the amplitude of such a diagram, one has to perform a path inte-
gral over the particle trajectories and the interaction vertices. Each vertex
will contribute a multiplicative factor to the amplitude of the diagram; this
factor depends on the theory one is dealing with.

(a) (b)

Figure 6.1: Figure (a) shows a Feynman diagram with two incoming particles p, q,
an intermediate particle s and two outgoing particles t, u. Figure (b) shows the
closed string version of this interaction.

In the string picture, the annihilation and decay of particles becomes the
merging and splitting of strings. Figure 6.1b shows the closed string ana-
logue of the particle diagram in 6.1a. The most important difference with
the particle picture is that we do not have a well-defined location in space-
time for the interaction vertices anymore. Locally, any part of the string
diagram simply looks like the world-sheet of a free string. The theory of
interacting strings is therefore fully determined by the free theory.

To determine the amplitude of a string diagram such as the one given in
6.1b, one has to perform a path integral over all world-sheets of this form.
One way to make this feasible is to use conformal invariance∗ to trans-
form the world-sheet into a compact surface. Each incoming or outgo-
ing closed string forms a semi-infinite cylinder as shown in figure 6.2a.
If we parametrise this cylinder by a complex coordinate w = t + iσ with
−∞ ≤ t ≤ 0 and 0 ≤ σ ≤ 2π, it can be mapped conformally to the punc-

∗Recall from the remark in section 4.2 that the Polyakov string action is invariant un-
der conformal transformations of the world-sheet.

104

Version of June 19, 2020– Created June 19, 2020 - 11:32



6.1 String diagrams and vertex operators 105

tured unit disk in C× via the mapping

w 7→ z = ew. (6.1)

(a) (b)

Figure 6.2: Figure (a) shows the parametrised semi-infinite cylinder, which de-
scribes an incoming or outgoing closed string. Figure (b) shows the result of the
mapping t + iσ 7→ et+iσ, whose image is the punctured complex unit disk.

In this way, we can transform the worldsheet into a sphere with a finite
number of punctures, as shown in figure 6.3. Each of these punctures cor-
responds to an incoming or outgoing state. Via the state-field correspon-
dence of conformal field theory, such a state |A〉 corresponds to a local
field operator VA(z, z̄) that satisfies

|A〉 = lim
z→0

VA(z, z̄)|0〉, (6.2)

where |0〉 denotes the vacuum and z̄ denotes the complex conjugate of z.
Since z = et+iσ, the limit z → 0 is equivalent to t → −∞. The state |A〉
can thus be interpreted as the initial state in the ‘infinite past’ (for outgoing
states, it makes more sense to parametrise the cylinder with 0 ≤ t ≤ ∞, but
the result is the same). The operators VA(z, z̄) are called vertex operators, as
they form the string analogue of the interaction vertices of the particle
diagrams. Indeed, we recognise equation (6.2) as the vacuum axiom of the
vertex operators Y(A, z) we defined in chapter 1. Generally, the VA(z, z̄)
are also taken to satisfy the translation and locality axiom.†

†This is, of course, what inspired the mathematical definition of a vertex algebra in
terms of the three axioms in the first place.
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106 String interactions

For a string state |k〉 of momentum k, the corresponding vertex operator is
given by

Vk(z, z̄) = : eikX(z,z̄) : (6.3)

where

X(z, z̄) = x0 − iα′p ln |z|2 + i

√
α′

2 ∑
n 6=0

1
n
(
αnz−m + ᾱz̄−n) . (6.4)

Note that the above expression can be obtained from our general solution
for the closed string given in (5.10) by setting z = ei(τ+σ) and z̄ = ei(τ−σ),
and assuming τ to take imaginary values‡. In particular, we obtain

XL(z) = xL
0 − iα′p ln z + i

√
α′

2 ∑
n 6=0

1
n

αnz−m. (6.5)

and thus

: eikXL(z) : = eikxL
0 zα′kpe−k ∑n<0

αn
n z−n

e−k ∑n>0
αn
n z−n

. (6.6)

We recognise this expression as the lattice vertex operators Y(|α〉, z) given
in (3.15). In this way, our mathematical definitions in chapter 1 describe
the chiral (i.e. left-moving) vertex operators in string theory.§

With the vertex operators of the incoming and outgoing states at hand,
the probability amplitude can be obtained via a path integral over all the
compactified world-sheets, in which each vertex operator contributes a
multiplicative factor to the integrand. Simply put, we fill up the punctures
and make up for this by inserting appropriate vertex operators. Details on
this procedure can be found in [GSW12].

In the next section, we will calculate the probability amplitude of the one-
loop diagram of the closed string. This diagram is simply a torus with no

‡Note that this reduces to our earlier definition of z if we set τ = −it. This identifica-
tion is called a Wick rotation, and it transforms the Minkowski metric into the Euclidean
metric. The variable t is therefore called Euclidean time. This change to Euclidean time is
necessary to ensure that the path integral is well-defined.
§Recall that the reconstruction theorem from chapter 2 implies that the vertex oper-

ators Y(|α〉, z) determine the vertex operators of the whole state space. Assuming that
the ‘string’ vertex operators VA(z, z̄) satisfy the vertex algebra axioms as well, we obtain
that not just the pure momentum vertex operators (as given by (6.3)) but also the vertex
operators of the oscillator states correspond to the ‘mathematical’ lattice vertex operators.

106

Version of June 19, 2020– Created June 19, 2020 - 11:32



6.2 Amplitude of the one-loop diagram 107

Figure 6.3: Conformal transformation of a world-sheet with extending incoming
and outgoing strings to a compact sphere with a finite number of punctures.

extending tubes, that is, no incoming or outgoing states. The calculation
of the probability amplitude can therefore be performed without the use
of vertex operators. Of course, this diagram does not describe any inter-
action process; in fact, it does not even describe a proper world-sheet ac-
cording to our definitions in section 4.1. Nevertheless, its amplitude is of
interest since it can be interpreted as a contribution to the vacuum energy
of spacetime, and thereby as a contribution to the cosmological constant
[Pol98].

6.2 Amplitude of the one-loop diagram

The one-loop diagram of the closed string is a torus. It is important to
note that this is not the kind of torus we obtained via toroidal compactifi-
cation. In toroidal compactification, we let the string move in a spacetime
whose spatial part is shaped like a torus. Here, we are considering the case
that the world-sheet ‘happens’ to form a torus. So, essentially, it is not the
spacetime but the parameter space of σ and τ that is shaped like a torus. By
defining a complex coordinate z = τ + iσ, we can view this torus in pa-
rameter space as a complex torus as defined in the introduction. There we
showed that such a torus can be described by a modular parameter in H.
Unfortunately, the standard notation for this parameter is τ, so from now
on let us denote the parameters of our world-sheet by σ0 and σ1 instead
of τ and σ, respectively, so that τ will be available to denote the modu-
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108 String interactions

lar parameter of our complex torus. In the introduction, we showed that
two complex tori with modular parameters τ, τ′ ∈H are equivalent if and
only if τ = aτ′+b

cτ′+d for some
(

a b
c d

)
∈ Γ. Naturally, we expect the probability

amplitude of our diagram to be independent of our choice between equiv-
alent modular parameters. In other words, our results should be modular
invariant.

The probability amplitude A(τ) ∈ C corresponding to the torus with
modular parameter τ is calculated via a path integral over all world-sheet
fields X(σ0, σ1), which looks something like

A(τ) =
∫
D[X]e−SE(X,τ). (6.7)

Here SE denotes the Euclidean Polyakov string action, which can be ob-
tained by interchanging the time coordinate σ0 with an imaginary time
coordinate −iσE, where σE ∈ R denotes the Euclidean time. Furthermore,
the dependence of SE on τ reflects the dependence of the Polyakov action
on a world-sheet metric.

We will not explain the precise meaning of the expression in (6.7) nor how
to solve it, but simply state its solution as given in [Sch14]:∫

D[X]e−SE(X,τ) = TrV(e−2π Im(τ)He2πi Re(τ)P), (6.8)

where V denotes the space of states corresponding to the free dynam-
ics of the string, that is, the dynamics in the 24 transverse dimensions.
Furthermore, H denotes the Hamiltonian and P denotes the world-sheet
momentum operator. Recall that H and P are the generators of time and
space translations, respectively, and that we defined the imaginary axis as
the time direction and the real axis as the space direction. The operator
e−2π Im(τ)He2πi Re(τ)P can therefore be interpreted as inducing a translation
of Im τ along the imaginary axis and a translation of Re τ along the real
axis. Together, this simply amounts to a translation by the complex num-
ber τ, so we have made precisely one loop around the torus.¶

As shown in the last chapter, for the closed string these operators are given
by H = L0 + L̄0 − 2 and P = L0 − L̄0. We therefore obtain

A(τ) = TrV

(
e2πiτ(L0−1)e−2πiτ̄(L̄0−1)

)
, (6.9)

¶The fact that the time translation operator e−2π Re(τ)H misses the complex factor i is
due the conversion to Euclidean time. Moreover, the factor 2π is necessary as we defined
the torus as having a period of 1 instead of 2π.
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6.3 The partition function 109

where τ̄ denotes the complex conjugate of τ.

The expression in (6.9) is called a partition function, since (as we will see
in the next section) it counts the number of eigenstates per energy level.
In the easiest cases, the partition function factorises into a the left-moving
and right-moving part. When this occurs, we have

A(τ) = TrVL

(
e2πiτ(L0−1)

)
TrVR

(
e−2πiτ̄(L̄0−1)

)
=: ZL(τ)ZR(−τ̄), (6.10)

where VL and VR denote the state spaces of the left-moving and right-
moving dynamics, respectively. Since the quantum theory of the closed
string is perfectly symmetric in the left- and right-moving oscillators, we
have ZL = ZR as complex functions. To calculate A(τ), it therefore often
suffices to study the left-moving (also called chiral or meromorphic) part of
the string theory.

It is not difficult to see that this factorisation happens for the uncompacti-
fied closed string, once we have integrated over the continuous spectrum
of the transverse momenta. For the compactified string the situation is
more complicated. However, it turns out that the partition function still
factorises if we consider a toroidal compactification by an even and uni-
modular (or equivalently, self-dual) lattice [DGH88]. So, in particular, it
factorises when we compactify by Leech lattice Λ. In section 6.4, we will
calculate the left-moving part of the partition function for a closed string
on a Z2-orbifold of the compactified space R24/Λ.

6.3 The partition function

In the last section, we saw that calculating the probability amplitude of
the one-loop diagram of a closed string comes down to determining the
so-called partition function

ZV(τ) = TrV

(
e2πiτ(L0−1)

)
. (6.11)

where V denotes the state space corresponding to the left-moving dynam-
ics of the string. However, what does the expression TrV(e2πiτ(L0−1)) mean
precisely? The operator e2πiτ(L0−1) acts on an infinite dimensional vector
space, which means that the trace of this operator is generally not well-
defined. However, let us write q = e2πiτ and treat q as a formal variable.
If we can decompose V in L0-eigenspaces Vn, it makes sense to interpret
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TrV(qL0−1) as the formal power series

∑
n
(dim Vn)qn−1, (6.12)

where we sum over the eigenvalues of L0. We thus see that one-loop par-
tition functions are essentially vertex algebra characters! Of course, (6.12)
only defines a proper power series if we have countably many Vn and if
their dimensions are finite. Moreover, even this is the case, we still have to
check whether this series actually defines a complex function on H. For-
tunately, most of the state spaces that we are concerned with satisfy these
properties. For the uncompactified closed string, however, we first have
to integrate over the transverse momenta, as these do not have countably
many eigenvalues.

6.3.1 The uncompactified closed string

For the uncompactified closed string, the state space is generated by the
basis vectors

α
j1
n1 . . . α

jm
nm ᾱk1

n̄1
. . . ᾱ

k`
n̄`
|p〉 with ni, n̄i < 0, p ∈ R24, ∑

i
ni = ∑

i
n̄i. (6.13)

Note that the states do not carry a light-cone momentum p+, as we are
only considering the free dynamics in the transverse directions. Moreover,
note that we have a continuous spectrum of zero mode momenta p. The
only sensible way to interpret the trace of an operator with a continuous
spectrum of eigenvalues is by integrating over these values. As the mo-
menta p are independent of the oscillators, they contribute a multiplicative
factor to the amplitude A(τ) given by

25

∏
j=2

∫ ∞

−∞
e−2π(Im τ) 1

2 α′(pj)2
dpj =

(√
(α′ Im τ)−1

)24

= (α′ Im τ)−12.

To calculate the contribution of the left-moving oscillators, we determine
TrV

(
e2πiτ(L0−1)

)
where V is the space generated by the left-moving states

α
j1
−n1

. . . α
jm
−nm
|0〉 with ni > 0, (6.14)

which do not have any zero mode momentum. This space reminds us
of the state space of the Heisenberg vertex algebra, with 24 copies of
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Heisenberg Lie operators. The L0-eigenspace decomposition is given by
V =

⊕
n∈N Vn with

Vn = span{αj1
−n1

. . . α
jm
−nm
|0〉 : ∑

i
ni = n}.

Looking at our calculation in (3.21), we can immediately conclude that

TrV

(
e2πiτ(L0−1)

)
=

∞

∑
n=0

(dim Vn)qn−1 =
1

η(τ)24 .

Including the contribution of the right-moving oscillators and the contin-
uous momenta, we obtain

A(τ) ∝ (Im τ)−12η(τ)−24η(−τ̄)−24 =
(√

Im τ|η(τ)|2
)−24

.

Here we used that η(τ) = e
2πiτ

24 ∏∞
n=1(1− e2πiτn) is the complex conjugate

of η(−τ̄). Recall from chapter 3 that the modular group is generated by
the elements

T : τ 7→ τ + 1 and S : τ 7→ −1
τ

.

Since η transforms as η(τ + 1) = e
π
12 iη(τ) and η

(
− 1

τ

)
=
√
−iτη(τ), it

follows that |η|2 transforms as

|η(τ + 1)|2 = |η(τ)|2 and |η(−1/τ)|2 = |τ||η(τ)|2. (6.15)

Noting that Im(−1/τ) = Im(−τ̄/|τ|2) = Im(τ)/|τ|2, we find that A(τ)
is indeed modular invariant.

6.4 Partition function of the Monster

Let us now calculate the one-loop partition function of the string theory
that has been associated with the Monster vertex algebra. We start by
determining the partition function of the closed string on the torus R24/Λ,
where Λ denotes the Leech lattice. It follows from our analysis in section
5.4 that the space of the left-moving states is generated by the vectors

α
j1
−k1

. . . α
jm
−km
|β〉 with ki > 0, β ∈ Λ. (6.16)
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This is precisely the space of states of the lattice vertex algebra VΛ! The
L0-eigenspace decomposition VΛ =

⊕
n∈N VΛ,n is thus given by

VΛ,n = spanC

{
α

j1
k1

. . . α
jm
km
|β〉 :

m

∑
i=1

ki +
1
2

β2 = n

}
.

Recall from chapter 3 that these eigenspaces are finite-dimensional, so the
partition function is indeed well-defined. In fact, it is equal to the character
of VΛ, which we already calculated. We thus obtain

ZVΛ(τ) = TrVΛ

(
q(L0−1)

)
=

ΘΛ(τ)

η(τ)24 = J(τ) + 24. (6.17)

Recall that the constant term 24 corresponds to the 24 level zero states of
the form α

j
−1|0〉. We will now implement an orbifold to remove the level

zero states. As the orbifold theory consists of an untwisted and a twisted
sector, the full partition function will be the sum of the partition functions
corresponding to the two sectors.

6.4.1 Untwisted sector

Let us first determine the partition function of the untwisted states, which
are the states in VΛ that are invariant under the orbifold involution. Fol-
lowing our analysis in section 5.5, we introduce a linear operator U with
UU = id, which acts on VΛ via

Uα
j
nU = −α

j
n for all n ∈ Z, (6.18)

U|β〉 = |−β〉. (6.19)

Note that the above holds for every 2 ≤ j ≤ 25, i.e. for all transverse
directions. As before, U commutes with L0. We can now decompose each
of the eigenspaces VΛ,n into two eigenspaces of U with eigenvalues +1
and −1. We obtain VΛ,n = V+

Λ,n ⊕V−Λ,n with

V+
Λ,n = spanC

(
{αj1

n1 . . . α
j2m
n2m(|β〉+ |−β〉)} ∪ {αj1

n1 . . . α
j2m+1
n2m+1(|β〉 − |−β〉)}

)
,

V−Λ,n = spanC

(
{αj1

n1 . . . α
j2m
n2m(|β〉 − |−β〉)} ∪ {αj1

n1 . . . α
j2m+1
n2m+1(|β〉+ |−β〉)}

)
.

The untwisted state space V+
Λ is equal to the direct sum

⊕
n∈N V+

Λ,n of the
U-invariant eigenspaces. To calculate the partition function, we can use
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the following trick:

TrV+
Λ

(
q(L0−1)

)
= TrVΛ

(
1 + U

2
q(L0−1)

)
. (6.20)

The operator 1+U
2 is called the projector. The ‘trick’ works due to the de-

composition of the L0-eigenspaces VΛ,n into U-eigenspaces of eigenvalue
±1: when we sum over the eigenvalues of the operator 1+U

2 q(L0−1) on VΛ,
only the contributions of the U-invariant states will be left. We thus find

ZV+
Λ
(τ) =

1
2

TrVΛ

(
q(L0−1)

)
+

1
2

TrVΛ

(
Uq(L0−1)

)
=

1
2

ZVΛ(τ) +
1
2

TrVΛ

(
Uq(L0−1)

)
.

To calculate the last term, consider the decomposition of VΛ into⊕
n∈N

(
V+

Λ,n ⊕V−Λ,n

)
. Note that the spaces V+

Λ,n and V−Λ,n are eigenspaces

of the operator Uq(L0−1) with eigenvalues +qn−1 and −qn−1, respectively.
Now let β ∈ Λ \ {0}. If α

j1
n1 . . . α

j2m
n2m(|β〉+ |−β〉) is a basis state of V+

Λ,n, then

α
j1
n1 . . . α

j2m
n2m(|β〉 − |−β〉) is a basis state of V−Λ,n and their contributions to the

trace TrVΛ

(
Uq(L0−1)

)
will cancel out. The same occurs for the basis states

of the form α
j1
n1 . . . α

j2m+1
n2m+1(|β〉 − |−β〉). We thus find that only the states with

β = 0 will contribute to the trace, i.e. we have

TrVΛ

(
Uq(L0−1)

)
= TrV0

Λ

(
Uq(L0−1)

)

where V0
Λ is generated by the states α

j1
−k1

. . . α
jm
−km
|0〉 with ki > 0. Note that

the Uq(L0−1)-eigenvalue of such a state is (−1)mq∑ ki . This trace can be
determined in the same way we determined the vertex algebra characters
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in section 3.3 (in particular, see (3.17) and (3.21)). We obtain

TrV0
Λ

(
Uq(L0−1)

)
= q−1

 ∑
(i1,i2,...)

(−1)∑∞
m=1 im q∑∞

m=1 mim

24

= q−1

((
∞

∑
i1=0

(−1)i1qi1

)(
∞

∑
i2=0

(−1)i2q2i2

)
. . .

)24

= q−1

(
∞

∏
k=1

∞

∑
ik=0

(−qk)ik

)24

= q−1

(
∞

∏
k=1

1
1 + qk

)24

.

By standard results from complex analysis‖, one can show that

q−1
(

∏∞
k=1

1
1+qk

)24
defines a holomorphic function on H, since |q| < 1 for

τ ∈ H. Moreover, it has a single pole at the cusp τ = i∞, that is, a single
pole at q = 0 when viewed as a function of q. The residue at q = 0 is equal
to 1, just as that of the J-function.

We can express our result in terms of the theta function θ2 (not to be con-
fused with the lattice theta functions ΘL). This function can be defined as
θ2(τ) = η(τ)2q

1
12 ∏∞

k=1(1 + qk)2, so we have

TrV0
Λ

(
Uq(L0−1)

)
=

(
2

η(τ)

θ2(τ)

)12

.

We will soon encounter two other theta functions, θ3 and θ4, which satisfy

θ3(τ) = η(τ)q−
1

24

∞

∏
k=0

(1 + qk+ 1
2 )2 and θ4(τ) = η(τ)q−

1
24

∞

∏
k=0

(1− qk+ 1
2 )2.

Interestingly, these functions are not modular invariant but transform into
each under the actions of the modular group. Their transformations can
be found in [BLT12] and are given by

θ2(τ + 1) = e
πi
4 θ2(τ) and θ2(−

1
τ
) =
√
−iτθ4(τ), (6.21)

θ3(τ + 1) = θ4(τ) and θ3(−
1
τ
) =
√
−iτθ3(τ), (6.22)

θ4(τ + 1) = θ3(τ) and θ4(−
1
τ
) =
√
−iτθ2(τ). (6.23)

‖For example, see Remark IV.1.7 in [Fre05].
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6.4.2 Twisted sector

Let us now determine the partition function of the twisted sector. Recall
that the twisted strings lack zero modes, as they are ‘stuck’ around the
fixed points of the orbifold. In section 5.5, we orbifolded uncompactified
dimensions and therefore had only one fixed point. When we orbifold the
torus, we get 224 fixed points. To see how this happens, let us consider
2 dimensions instead of 24. In figure 6.4a, we see a schematic picture of
a two-dimensional torus. In figure 6.4b, we see the effect of the orbifold
identification. For every basis vector of the underlying lattice, we get a
fixed point half-way through. In this way, we obtain r ‘basis’ fixed points,
where r denotes the rank of our lattice. The total set of fixed points is then
obtained by taking Z-linear combinations of these points. Since adding
the same point twice does not give us anything new, to total number of
fixed points is 2r. In the present case, we thus have 224 fixed points, and
each of these gives rise to a different vacuum state of the quantum theory.

(a) (b)

Figure 6.4: Figure (a) shows a schematic picture of the 2-dimensional torus. The
blue (respectively red) lines are to be identified with each other. The black dots
are lattice points; one can view the left blue and lower red line as basis vectors
of the lattice. In figure (b), we see the effect of the orbifold identification. The
×-marks indicate the fixed points.

We thus obtain the state space Vtw generated by the basis

α
j1
−k1

. . . α
jm
−km
|s〉 with ki ∈N +

1
2

, s ∈ {1, . . . , 224}. (6.24)

By (5.74), we find that the L0-eigenspaces are given by

Vtw,n = spanC{α
j1
−k1

. . . α
jm
−km
|s〉 : ∑ ki +

3
2
= n} with n ∈ 1

2
N

and the involution operator U acts on Vtw via Uα
j
nU = −α

j
n and U|s〉 =

Version of June 19, 2020– Created June 19, 2020 - 11:32

115



116 String interactions

−|s〉∗∗. We thus find that the U-eigenspace decomposition of the Vtw,n is
given by

Vtw,n = V+
tw,n ⊕V−tw,n,

V+
tw,n = spanC{α

j1
−k1

. . . α
j2m+1
−k2m+1

|s〉 : ∑ ki +
3
2
= n},

V−tw,n = spanC{α
j1
−k1

. . . α
j2m
−k2m
|s〉 : ∑ ki +

3
2
= n}.

The true twisted states are those that are invariant under U. The twisted
space state is thus given by V+

tw =
⊕

n V+
tw,n.

We could now calculate the partition function ZV+
tw
(τ) just as we did for

the untwisted sector. However, this will not give us the J-function. The
crux lies in the fact that the construction of the Monster vertex algebra
of Frenkel, Lepowsky and Meurman involves a twisting method that is
now understood as an asymmetric orbifold in string theory. Unfortunately,
asymmetric orbifolds are beyond the scope of this thesis. The main idea,
however, is that the orbifold only acts on the left-moving states of the the-
ory. More information on asymmetric orbifolds can be found in [DGH88]
and [NSV87]. For our purposes, the important result is that only 212 of
the fixed-point vacuum states are employed. We will therefore let s take
values from 1 to 212 instead of 224.

Let us now determine ZV+
tw
(τ) = TrV+

tw

(
q(L0−1)

)
. We proceed as before, to

find

TrV+
tw

(
q(L0−1)

)
= TrVtw

(
1 + U

2
q(L0−1)

)
=

1
2

TrVtw

(
q(L0−1)

)
+

1
2

TrVtw

(
Uq(L0−1)

)
.

(6.25)

We will calculate the last two terms individually. The calculations are sim-
ilar to what we did before, only now we have half-integer eigenvalues. For

∗∗This action of U on the fixed point vacua |s〉might surprise the reader. As explained
in [Tui95], one has a choice to let U act as multiplication by +1 or −1 on the states |s〉.
Only the latter option, however, results in the J-function as partition function.
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the first term, we have

TrVtw

(
q(L0−1)

)
= q−1q

3
2 212

 ∑
(i1,i2,...)

q∑∞
m=1(m− 1

2 )im

24

= q
1
2 212

(
∞

∏
k=1

∞

∑
ik=0

(qk− 1
2 )ik

)24

= q
1
2 212

(
∞

∏
k=0

1

1− qk+ 1
2

)24

=

(
2

η(τ)

θ4(τ)

)12

.

Here we encounter another theta function. The fact that it pops up in the
same form as θ2 is no coincidence. As we expect the full partition function
to be modular invariant, we could have anticipated that the twisted parti-
tion function involves the functions θ3 and θ4 by considering the transfor-
mations in (6.21). Indeed, we find that the last trace is equal to

TrVtw

(
Uq(L0−1)

)
= q

1
2

(
−212

) ∑
(i1,i2,...)

(−1)∑∞
m=1 im q∑∞

m=1(m− 1
2 )im

24

= −q
1
2 212

(
∞

∏
k=0

1

1 + qk+ 1
2

)24

= −
(

2
η(τ)

θ3(τ)

)12

.

Here the minus stems from the fact that U|s〉 = −|s〉 for each of the 212

fixed points s. The two traces (2η(τ)/θ4(τ))
12 and (2η(τ)/θ3(τ))

12 again
define holomorphic functions on the Poincaré plane. In contrast to the
expression (2η(τ)/θ2(τ))

12 we found before, the traces here are also holo-
morphic at the cusp τ = i∞.

6.4.3 The J-function

The space of states of the Monster vertex algebra V\ is precisely the state
space of the orbifold string theory we just constructed. We thus have

V\ = V+
Λ ⊕V+

tw (6.26)

as Vir24-modules, that is, as vector spaces with an action of the Virasoro
operators Ln with central charge 24. To realise M as automorphism group
of V\, one has to endow V\ with the vertex algebra structure induced by
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the orbifold theory. It should come as no surprise that this construction
is rather involved; the details and the proof that the automorphism group
is M are given in the book [FLM89] by Frenkel, Meurman and Lepowsky.
Nevertheless, we do have enough information at this point to calculate
the character of V\, which is equal to the partition function of the orbifold
theory. We will now show that this function is equal to the J-function, as
stated in the monstrous moonshine conjecture.

Collecting our results from the previous sections, we obtain

ZV\(τ) = ZV+
Λ
(τ) + ZV+

tw
(τ)

=
1
2

ZVΛ(τ) +
1
2

TrVΛ

(
Uq(L0−1)

)
+

1
2

TrVtw

(
q(L0−1)

)
+

1
2

TrVtw

(
Uq(L0−1)

)
=

1
2

(
J(τ) + 24 +

(
2

η(τ)

θ2(τ)

)12

+

(
2

η(τ)

θ4(τ)

)12

−
(

2
η(τ)

θ3(τ)

)12
)

.

(6.27)

Using the transformations of the eta-function and theta functions given in
(3.19) and (6.21), we find that

η

θ2
(τ + 1) = e− 2πi

12
η

θ2
(τ),

η

θ4
(τ + 1) = e− πi

12
η

θ3
(τ),

η

θ3
(τ + 1) = e− πi

12
η

θ4
(τ),

η

θ2
(−1/τ) =

η

θ4
(τ),

η

θ4
(−1/τ) =

η

θ2
(τ),

η

θ3
(−1/τ) =

η

θ4
(τ).

Together with the fact that J(τ) is modular invariant, this implies that the
whole partition function is modular invariant. Moreover, we know that it
is holomorphic on H and has a simple pole at τ = i∞. This simple pole
stems from the terms J(τ) and (2η(τ)/θ2(τ))

12 in (6.27). Since both have
a unit residue at q = 0, we find that the residue of the whole partition
function is also equal to 1 (due to the factor 1

2 at the front). Recall that the
J-function is the unique modular function that is holomorphic on H and
has a simple pole with unit residue at the cusp, up to an additive constant.
We thus obtain that ZV\(τ) is equal to J(τ) plus some constant C.

We could determine the constant mathematically from the expression in
(6.27). However, it is more informative to think about the quantum states
that are counted by this constant. Recall that the constant represents the
number of level zero states, that is, the states with eigenvalue zero for
the operator L0 − 1. However, due to the extra term 3

2 in the twisted L0-
operator, such twisted states do not exist! The terms (2η(τ)/θ4(τ))

12 and
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(2η(τ)/θ3(τ))
12 therefore do not contribute to the constant C. So, we only

have to consider the contribution of the term (2η(τ)/θ2(τ))
12, which is

equal to the trace TrVΛ

(
Uq(L0−1)

)
. As we noted before, the level zero

states of VΛ are precisely the 24 states of the form α
j
−1|0〉. Each of these

states has U-eigenvalue -1. The constant term in TrVΛ

(
Uq(L0−1)

)
is there-

fore equal to -24, which is canceled out by the constant term of ZΛ(τ). We
have hereby proven the desired result:

ZV\(τ) = J(τ).
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Conclusion

Although the monstrous moonshine conjecture is a purely mathematical
statement, we have seen that all of the key objects involved find their
common ground in a specific string theory. String theory therefore pro-
vides a conceptual explanation for the connection between the Monster
and the J-function. As shown in this thesis, this explanation holds that the
J-function is precisely the partition function of an orbifold theory whose
state space is equal to that of the monster vertex algebra V\. To be more
precise, this orbifold theory describes a closed bosonic string living on a
Z2-orbifold compactified by the 24-dimensional Leech lattice. One could
say that this string theoretic interpretation justifies calling V\ a ‘natural’
representation of the Monster, as it provides a physical model in which
this representation arises. We have, however, only touched upon the
state space of V\; as a follow-up research, it would be interesting to see
whether the full vertex algebra structure of V\, and thereby its automor-
phism group M, can be obtained from the given orbifold theory. More-
over, moonshine does not end with the Monster. Ever since Conway and
Norton’s paper was published, several other ‘moonshines’ have been dis-
covered, such as the generalised moonshine involving sporadic subquotients
of the Monster [Car12] and the umbral moonshine involving the sporadic
Mathieu groups [DGO15]. The physical interpretation of the latter in terms
of superstring theories on so-called K3-surfaces is still being developed.
The interplay between theoretical physics and mathematics that was in-
spired by monstrous moonshine is therefore far from played out. With
this thesis, we hope to have convinced the reader of the fruitfulness of this
collaboration and to leave them excited to see its future results.
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Appendix

We list some standard definitions and results concerning Lie algebras that
are used in this text.

Definition. (Algebra over a field) Let K be a field. A K-algebra is a vector space
A over K together with a K-bilinear operation φ : A× A→ A. We usually write
φ(a, b) = ab.

If φ is associative and A contains a unit element 1 satisfying φ(1, a) =
φ(a, 1) = a for all a ∈ A, then φ provides A with a ring structure. In this
text, all algebras and vector spaces will be taken over the field C unless
stated otherwise.

Definition. (Lie algebra) A Lie algebra is an algebra g whose product, denoted
by [·, ·] : g× g→ g, is anticommutative and satisfies the Jacobi-identity

[x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0

for all x, y, z ∈ g. The product map [·, ·] is referred to as the Lie bracket.

Note that any associative algebra A becomes a Lie algebra with the com-
mutator as Lie bracket, so [a, b] = ab− ba for all a, b ∈ A.

Definition. (Lie algebra ideal) A subspace i of a Lie algebra g is called an ideal if
we have [i, x] ∈ i for all i ∈ i and x ∈ g. Given such an ideal, the quotient vector
space g/i becomes a Lie algebra via

[x + i, y + i] = [x, y] + i for x, y ∈ g,

and is therefore called the quotient Lie algebra.
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Definition. (Universal enveloping algebra) Let g be a Lie algebra with bracket
[·, ·]. For each n ∈ N, let g⊗n be the vector space g ⊗ g ⊗ · · · ⊗ g where g
appears n times in the tensor product. Here we set g⊗0 = C. Now define the
tensor algebra T(g) as the associative algebra given by

T(g) =
∞⊕

n=0
g⊗n

and

(x1 ⊗ x2 ⊗ · · · ⊗ xk) · (y1 ⊗ y2 ⊗ · · · ⊗ ym)

= x1 ⊗ · · · ⊗ xk ⊗ y1 ⊗ · · · ⊗ ym ∈ g⊗k+m.

Then T(g) is a Lie algebra with the commutator as bracket. Let i be the ideal of
T(g) generated by {x⊗ y− y⊗ x− [x, y] : x, y ∈ g}. The universal enveloping
algebra of g is then defined as the quotient Lie algebra

U(g) = T(g)/i.

Theorem. (Poincaré-Birkhoff-Witt) Let g be a Lie algebra. For any basis {xi :
i ∈ I} of g where I is a totally ordered set with relation <, we get a basis

{xn1
i1

xn2
i2
· · · xnk

ik
: i1, . . . , ik ∈ I, i1 < i2 < · · · < ik and n1, . . . , nk ∈N}

of the universal enveloping algebra U(g) [Hum72].

Definition. (Lie algebra representation) Let g be a Lie algebra. A Lie algebra
representation is a vector space V with a linear map ρ : g→ End V such that for
all x, y ∈ g we have

ρ([x, y]) = ρ(x)ρ(y)− ρ(y)ρ(x).

In other words, ρ is a Lie algebra homomorphism if we view End V as a Lie algebra
with the commutator as Lie bracket.
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